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Film
Session Curator: Charley Scull

Considering the theme of agency through the lens of film offers many avenues for
exploration, in terms of both the stories that film can feature and the power of the film itself
to be that agent of change. This session features four films, screened in two pairs with a brief
Q&A following each set. The first set of films provokes us, as viewers, to consider who is
the client and who or what has the agency in the system. One film addresses food security
and resilience from the perspective of citizen youth journalists and the other tells the story of
high-stress pre-school programs through the eyes of educators in those programs. The
second pairing explores the tension between constraints and possibilities through two
distinct subjects and storytelling styles. The first is an ethnomethodological experiment
involving families living in smart homes and the second is a meditative portrait of a young
man who challenges assumptions about who he can or should be.
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Film Session

Food for Thought
The Path to Food Security in Newark, NJ

RUCHIKA MUCHHALA, Third Kulture Media

Mostly filmed by youth, Food for Thought is a documentary film that dissects the state of food security and
access to bealthy foods in Newark, New Jersey, one of the U.S’s largest “food deserts”. Newark was voted
the most stressed city in America 2017 based in part on high rates of obesity and diabetes, both diseases
associated with the systemic issue of food insecurity. In response, RW|[Barnabas Health and the Greater
Newark Community Adpisory Board, spearbeaded the “Food for Thought” research initiative, that draws
on community-based assets and solutions to address food insecurity. The film features interviews with
community activists, urban farmers, public health experts, city officials, and local youth ambassadors, all from
within the community. Using participatory design research methodologies, twenty-five youth were trained to use
their camera phones as citizen jonrnalists. The youth and community board members were then a part of the
process of synthesizing the data (in the editing process), and lastly, after the film was completed, community
members facilitated discussions within the community to further the research outcomes.

e i
“Food for Thought”— Ruchika Muchhala

Ruchika Muchbhala is a filmmaker and design researcher based in New York City. Ruchika
has directed and produced two feature documentaries, “The Great Indian Marriage Bazaar”
and “Beyond Bollywood”. Both these films have been shown at international film festivals
and broadcast on television, and can currently be watched on Netflix. Ruchika has produced
television shows and documentaries for VICE Media, MTV, History Channel, Discovery
Channel, Crime & Investigation Channel, and RedBull TV, as well as numerous independent
films and campaign videos for nonprofit and grassroots clients. She holds a BA in Film
Studies and Sociology from The University of Michigan and an MFA in Design for Social
Innovation from The School of Visual Arts. She currently works at The Sound, where she
works on recruiting, research planning and shoots film.
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Film Session

The Learning Library
Using Ethnographic Film as an Organizational Change Tool by
Scaling Human Insights across a National Preschool System

HAL PHILLIPS, Bad Babysitter
MEG KINNRY, Bad Babysitter

Attracting and retaining teaching talent was a significant problem for Primrose Schools — a preminm priced
leader in early education with 375+ franchised schools. Despite all of the enthusiasm and growth around
carly education, teacher wages have remained stagnant at a national average of $10.60/ hr. Healthcare is
rarely covered, hours are long, and the job is demanding. Unsurprisingly, there is a 30% turnover rate for
preschool teachers industry-wide. This challenge became the basis of a generative study designed to understand
the lives of preschool teachers in and outside of the classroom. In-depth interviews were filmed and edited into
“insight sequences” that revealed deep misperceptions between school owners and teachers. The findings found
their way beyond corporate. They were turned into a system-wide “Learning Library” seen by over 11,500
employees, compelling a Franchisee-led task force to address pay and benefits.

“Learning Library”— © Bad Babysitter

Meg Kinney and Hal Phillips are partners of Bad Babysitter, a boutique consultancy
specializing in video ethnography. Their practice was founded in 2008 on the belief that
when business leaders fail to contextualize hard data, the human experience gets trivialized.
They blend ethnographic thinking, documentary storytelling, and business acumen to
viscerally give life and meaning to data through human insight. Meg’s background in
consumer behavior as an executive leader in brand strategy combined with Hal’s background
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Film Session

in philosophy and video production gives their clients actionable understanding of the
people they serve. Bad Babysitter works with Fortune 500, startups, and non-profits alike to
help them grow in relevant and meaningful ways.

hal@thebadbabysitters.com & meg@thebadbabysitters.com
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Film Session

Clyde in Mulberry

ALLEGRA OXBOROUGH, Aero Creative

Clyde in Mulberry is an observational film about a young man who has decided to move from his native
Bronx: neighborhood to rural Florida. A departure from the typical corporate ethnographic film, Clyde avoids
talking heads, strategic sonndbites, and bulleted takeaways. Instead, the film recreates the intimacy and
breathlessness of being in-field, and asks andiences to gather information with attention and stillness. This
portrait of agency in the life of a Black American GenZ-er questions held beliefs and stereotypes by presenting
a picture of one person’s experience.

“Clyde in Mulberry”— © Allegra Oxborough

Allegra Oxborough is a film director and the owner of AERO Creative, a production
company specializing in consumer insights and market research. Combining expertise in
strategy and qualitative research with documentary production and storytelling, AERO has
been a video partner for clients including LRW, McCann, Schiteson, Target, The North
Face, Facebook, and Google. In her personal films, Allegra explores vulnerability in human
relationships. She creates narrative works rooted in a documentary process, and her recent
short “Distance” was praised for its “intoxicating ability to capture private conversations
with dead-on accuracy.” Watch Distance on Nobudge.com.
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Film Session

Agency in the Smart Home of the Future

NICK AGAFONOFF, Real Ethnography

Agency in the Smart Home of the Future is a short documentary film about a unique design fiction social
experiment. Comprised mostly of trace evidence video footage recorded by field researchers on their smart
phones, the film takes andiences directly into the reflexive lived experience of four Australian housebolds, each
of whom have had their real homes transformed into fully functional smart homes. Smart speakers, smart
TV’s, smart fridges, robo vacs, sensor lighting, etceteral is installed into their homes as a gestalt to generate a
paradigmatic shift in their everyday living and interactions. In the process, we discover how human agency and
structure reproduce in this potential living environment of the future.

“Agency in the Smart Home of the Future”— © Nick Agafonoff

Nick Agafonoff is a self-described video ethnomethodologist who specialises in employing
breaching techniques in combination with videography as inquiry, to scientifically explore
the production of social realities and social facts by social group members. He consults
predominantly within the areas of marketing, design, brand, innovation and consumer
research. His past clients include the likes of FaceBook, Google/YouTube, McDonald’s,
VolksWagen, Mars and Nestle, to name just a few. Currently, Nick works as the Director of
Lived Experience at The Practice Insights and also directs Real Ethnography Pty Ltd. From
a filmmaking making perspective he has directed and produced hundreds of video
ethnography programs for commercial research clients over more than 20+ years. In 2005
he produced, directed and edited ‘Bougainville Sky’, a feature length documentary film about
an unarmed peace process in Papua New Guinea.

nick@tealethnography.com.au
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Gallery Installation

The Ethno-Graphic Sensibility

JAMIE McPIKE, Instagram
DIANA GRAIZBORD, University of Georgia
ANNA LeBER, Independent Artist

Ethnography is both a set of tools and a way of approaching the world, but ethnographic methods texts tend
to reduce ethnography to its tools, minimizing the bumanistic elements of our work and ignoring how these
tools interact with the social world. Recent work on “ethnographic thinking” helps us shift from an
instrumental focus on tools, but we believe that if “the medium we think in defines what we can see”, then
textual, linear narratives limit our ability to see and learn about the sensory, embodied, aesthetic, and emotive
dimensions of ethnograply. We, therefore, ask: how miight we reimagine bow we teach and learn about
ethnography and the ethnographic sensibility? How can we teach beyond the tools? Comics as a medinm
affords multiple possibilities for expressing the complex dimensions of ethnography. Comics, like ethnography,
allows for the simultaneous representation of multiple ideas, perspectives, and experiences. It requires the
reader to participate and grapple with the setting, the emotions of the process, the visual feel and mood of a
Place, and enables a “you are there” sense of place due to the juxctaposition of visual and textual forms. We
believe comics can belp aspiring ethnographers explore the dynamism inherent in this work.

"The Space Between" by Anna LeBer

Jamie McPike is a User Experience Researcher at Instagram with a PhD in Sociology. For
nearly a decade, she has used ethnography to bring tangible changes to policies, programs,
and products in diverse sectors. mcpikejamie@instagram.com
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Gallery Installation

Diana Graizbord is Assistant Professor of Sociology and Latin American and Caribbean
Studies at the University of Georgia. Her research examines expertise in politics and how
ethnography and sociological storytelling can inform policy. dgraizbord@uga.edu

Anna LeBer is an illustrator and designer with a BFA from the University of Georgia. She

works in diverse design media, from fine art and illustration to web and print design.
anna.e.leber@gmail.com
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Gallery Installation

Socially Informed Policy and Planning for
Autonomous Mobility

KATE FISHER, 3x3

Autonomous vebicles as a mode of public transportation offer the potential to grow public and private sector
partnerships, improve mobility, strengthen the economy, reduce negative environmental impacts, and benefit the
health and well-being of citizens. But these advantages will only materialize if technology is designed with the
right foresight, aligned around public awareness and sentiment, and is planned with communities.

Starting in Spring 2019, the first national public AV shuttle pilot was implemented in Providence throngh
the Rhbode Isiand Department of Transit along the Woonasquatucket Corridor to fill a critical transportation
gap in the city. The gallery presents insights from the multidisciplinary research, including ethnographic
methods, featuring the participatory design tools used thronghout Providence. The research objectives are to A)
inform Rhbode Island’s planning and regulation related to transportation innovations, B) help improve the
shuttle’s user excperience and service delivery, and C) contribute to a broader policy and scholarly discussion of
how residents, businesses, and regulators interaction with new transportation technologies.

3x3 helps civic organizations collaborate with their stakebolders, apply insights from applied research to
design initiatives, and produce ontputs that unlock social value.

© 3x3
Kate Fisher is a Program Manager and Strategist at 3X3 Design. She brings her background

in user experience design, research, policy analysis, and participatory planning to public
sector and social impact projects.
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Gallery Installation

Exploration of the Value of Facially Expressive
Avatars with VR Developers

AYFER GOKALDP, Facebook AR/ T'R
JACQUELINE POSPISIL, Facebook AR/1T'R

Ayfer Gokalp and Jacqueline Pospisil are Facebook user experience researchers from Seattle, W ashington,
United States, and they focus on the development of software and hardware products within the virtual reality
(V'R) space. For this research, they explored the value of a facially expressive avatars for avatars in 1R
Facially expressive avatars is a research prototype that allows users to reflect their real facial gestures on their
virtual avatars in real-time. For example, if you smile, your virtual avatar smiles as well. They conducted
Jocus groups with V'R developers about the potential value of facial expressiveness and found that expressing
both positive emotions (e.g., happiness, excitement, and humor) and negative emotions (e.g., confusion, fear,
disgust) are valnable for V'R avatars. For instance, expressing fear or disgust facially while playing a gombie
game would be more anthentic and more immersive. In this gallery presentation you will have the opportunity
to try an Oculus V'R headset and demo an immersive experience. Y ou will continue by creating your own
avatar and edit how it looks. This demonstration will serve as an example of the current state of social 1’R
experiences, and highlight how face-mimicking can improve the users’ virtual reality excperiences by allowing
them to express a wide variety of emotions and build agency within social 1R experiences.

Ayfer Gokalp is a User Experiences Researcher at Facebook. Ayfer’s research focuses on
the meaningful social interactions, inclusion, and integrity in virtual reality spaces. She holds
a PhD in Linguistic Anthropology from Arizona State University. Her research at Facebook
has contributed to the social VR platform, Horizon, that is recently announced. Ayfer has
been informing the AR/VR industry and academics about the importance of inclusion in
user research by giving talks at conferences. Prior to Facebook, Ayfer worked as a Design
Researcher at HT'C, where she conducted research on augmented reality technology. You
can reach out to her at linkedin.com/in/ayfergokalp.

Jacqueline Pospisil is a hardware researcher at Facebook, where she focuses her research
on the comfort and usability of virtual reality hardware products as well as emerging virtual
reality use cases. She holds an M.S in Psychology and a certificate in Human-Centered
Design and Engineering from the University of Washington. Her work at Facebook has
contributed to the Oculus Rift S and Oculus Quest hardware design, as well as the Oculus
Quest First Steps onboarding experience. Prior to Facebook, Jacqueline served as a user
researcher at HT'C, where she conducted research for the development of Vive-branded
virtual reality applications such as ViveportVR and Vive Video. Please reach out to her at
jacqueline.pospisil@oculus.com with any questions about her work.
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Gallery Installation

Office Humour
Diegetic Explorations of Negotiated Algorithmic and
Human Agency

JAMES O’NEILL, Fjord Dublin
FRAUKE HEIN, Ford Dublin

Office Humonr is a speculative design piece that explores the culture that might emerge when data points like
langhter function as a performance metric. The piece raises questions about agency at multiple levels. Humans
can adapt their culture to algorithmic motoring. But is that ok? Do we allow humans and machines the
agency to develop their culture together, or should one always be subject to the other? Who bas agency in this
situation? The humans who create the langhter, or the algorithm who instigates it?

The piece functions on the basis of a neural network to take live measurements of laughter from its
environment and places them within the narrative of a satirical productivity product. Participants are invited
to interact with the product. As they do, they experience how laughter—a very natural and personal sonnd—
can be turned into a data point and used to police and monitor their performance in an inbuman way.

The piece tells a story that enconrages participants to reflect on the sorts of data they gather in their work
and the purposes to which any data may be put in the future.

James O’Neill is a Service & Systems Design Lead at Fjord Dublin which is part of The
Dock, Accenture’s flagship R&D center. His research focuses mainly on the human
expetience of Al enabled systems. james.o.neill@fjordnet.com

Frauke Hein is a Data Designer at Fjord Dublin at The Dock, Accenture’s flagship R&D
center. Her work transforms Al technologies into visual and interactive experiences.
frauke.hein@fjordnet.com
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Gallery Installation

What Are Memories Made of?

A Migrant Community’s Experience of Agency in 18" Century
Hyderabad, India

HEMA MALINI WAGHRAY, marginaliaa.com

This gallery exhibit is a slice of micro bistory of the Brahma Kshatriya Community of Hyderabad- a migrant
Hindu community that moved into a Muslin donzinated city in mid-1700s, with Urdu as the state language
until 1948. At one level, agency is constituted by creating this archive with data gathered throngh
ethnographic in-depth interviews, collecting photographs, videos, maps, artifacts and diaries. Agency at
another level is where this diverse community constituted itself as a group with shared set of rules and
institutions related to cooperation, interdependence, a way of life that was culturally syncretic, supporting
edncation, providing financial support to members, setting up social and religions reforms to enable a
progressive outlook and lay a foundation for stable growth.

A brass plate or paraath, utilized in a large family or community gathering was borrowed
by people in the neighborhood. It is 18 inches in diameter and is about five pounds in
weight. This particular plate belonged to my husband’s family and it was a token return
gift at a wedding, and all the members of this particular wedding party, in 1911, received
it. The inscription written is the name of the person who got married- a symbol of
syncretism. It reads “Eknath Pershad, grandson of Nand Lal” and it is written in Urdu
which was the medium of instruction and common patlance through the 1900s in
Hyderabad, India. Image credit: Hema Malini Waghray

Hema Malini Waghray is a UX researcher from New Jersey and a sociologist by training.
Her client is Krishnakriti Foundation, Hyderabad, India and she is the primary investigator
for a project to create a micro history of her community in her hometown of Hyderabad,
India.
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Gallery Installation

Debris

Intermingling Ethnography with Design and Artistic Practice

DARIA LOI, Mozilla Corporation
HEATHER McGEACHY, Mozilla Corporation

This Gallery proposal focuses on the debris left bebind by human’s daily interactions with non-human agents,
with the end goal of providing arts-infused lenses to investigate and belp untangle our complex: relationships
with smart systems. Debris is the outcome of a process that intermingles ethnographic tactics with design
probing techniques and artistic practice. The Debris — a series of art pieces resulting from this process — are
offered to the EPIC 2019 community alongside artefacts that were used to inform art pieces: ethnographic
data collected during the interviews, probing toolkit used to augment interview data, and the thought process of
the two involved ethnographers/ designers/ artists, in the form of notes and sketches.

This collection of art pieces, objects, visual commentaries, humans-about-machines accounts represent the
Sfragments that are left bebind by human interactions with smart agents - we offer them to prompt reflections,
re-connections, and re-discoveries of human-non-human bhybrid landscapes.

Daria Loi (PhD; BArch) is a creative leader with expertise in mixing design strategy with
user experience innovation to enrich people’s everyday lives and humanize technology. At
Morzilla, she leads Product Design for Emerging Technologies. Previously, Daria was
Principal Engineer at Intel and Sr Research Fellow at RMIT. http://www.darialoi.com

Heather McGeachy (MFA) is a creative maker and qualitative researcher with expertise in
using deep listening within contextual surroundings to interpret complex relationships
humans have with tools and work. Previously, Heather was Head of Design Instruction at
Green River CC, and professional artist and gallery owner of Gallery114 in Portland.

http://www.dreamoften.info.
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Gallery Installation

Interactive Storytelling
Bringing Personas to Life through an AR/VR Experience

AMY LASATER-WILLE, Ofiver Wyman Studio
ALAN FINCH, Oliver Wyman Studio

Personas are an effective way to bring customers to life, enabling business owners and designers to have a
better understanding of their andiences’ needs, values and bebaviors in detail. Personas help with building and
improving product and brand experiences.

There is a diverse set of tools and methods to create personas, and while most are successful in creating
detailed stories, they’re mostly limited in terms of creating an immersive experience or building a deeper level of
empathy.

Our AR/ V'R Persona Experience is a unique, dynamic persona engagement tool that uses best-in class
interactive storytelling methods and enables andiences to better visualize and connect with their personas’
emotions, habits and aspirations. Based on in-depth, on-site interviews, the AR/ V'R experience creates an
ethnographic experience for the audience in the sense that they are able to deeply acquaint themselyes with
people and the worlds in which they live, ultimately creating greater understanding and empathy.

© Barbara Ng

Amy Lasater-Wille is the Human Insights Lead at Oliver Wyman Studio. With over a
decade of experience in academic and applied consumer research, Amy specializes in
bringing a deep understanding of everyday consumer and end-user needs to bear on strategic
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problems. She holds a B.A. from the University of Chicago and a Ph.D. in anthropology
from New York University.

Alan Finch is the Visual Design Lead at Oliver Wyman Studio where he delivers innovative
digital solutions for clients across various industries. Before working at Oliver Wyman, he
was the Associate Creative Director at POSSIBLE where he brought his love of learning,
motion design and digital to deliver innovative, multi-channel experiences for industry
leading brands such as Con Edison and Chase Rewards Center. His work has been
recognized at the Webby Awards, CSS Awards and MOMA PS1. Alan graduated from the
Rhode Island School of Design where he received his BFA in Graphic Design.
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Gallery Installation

Density Done Right
Co-Designing Walkable, Sustainable, and Equitable Communities
through Digital and Analog Mediums of Public Engagement

BECKY BUCK, Forge Studio

KARLA SIERRALTA, AIA , University of Hawai i at Manoa School of Architecture
BRIAN STRAWN, AIA , University of Hawai ‘i Community Design Center

ALISA WEINSTEIN, Google

By 2025, Hawai'i needs approximately 65,000, affordable housing units. Geographic location, scarcity of
land, astronomic construction costs, and speculative investment bave led to an unattainable market.
Housing is Hawaii’s most pressing issue.

This exchibit shares the “Hawai’i Housing Lab” concept developed by the University of Hawai'i
Community Design Center, a public interest design practice led by faculty, researchers, professionals, and
students, for the Hawai’i Public Honsing Authority, the state’s primary housing agency.

This project was led by two principal investigators with graduate and undergraduate student researchers,
in collaboration with an ethnographer and design strategist, the team at KPF Urban Interface, and Alisson
Aprieff, design and architecture writer at the New York Times, who assisted with framing the conversation for
the general publi.

Thirty in-home interviews were conducted at 17 public housing properties on five islands, Kana i,

O “abhu, Moloka ‘i, Maui and Hawai'i. The findings that emerged from the analysis of these contextual
interviews, together with secondary research, informed the development of a community engagement process, a
design framework, three co-creation tools and a mobile research lab.

The Hawai'i Housing Iab pilot launch in Honolulu’s Kaka‘ako neighborhood during Parking Day
2019. Photo credit: Brian Strawn and Karla Sierralta
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Becky Buck is a UX leader working at the intersection of research, design and new product
development. She is co-founder at Forge Studio, a strategic design agency that specializes in
taming the complexity of enterprise software.

Karla Sierralta, AIA is an Assistant Professor based at the University of Hawai’t at Manoa
School of Architecture and co-founder of Strawn+Sierralta, an award-winning, strategy-led
architecture, and design studio focused on human-centered spaces, experiences, and services.
karla@strawnsierralta.com

Brian Strawn, AIA directs cross-disciplinary teams through projects that cross the fields of
service design, design strategy, and architecture. He currently leads public interest design
projects for the University of Hawai'i Community Design Center for government agencies,
universities, and nonprofits. brian@strawnsierralta.com

Alisa Weinstein is a UX researcher on the Material Design team at Google. Her research is

focused on the experience and impact of design system adoption on product development
teams and outcomes. She lives in San Francisco.
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Gallery Installation

Vear
On Place, Weather, Being, and Agency

ERICA KOWSZ, University of Massachusetts Amberst
HUNTER STYLES, freelance

This photo installation is a side-product of ethnographic research in Tromso, a city of 75,000 tucked along
the Norwegian coast above the Arctic Circle. The main research addressed longer timeframes—examining
Sami ethnopolitics, institution-building, and social change since the 19705, a time that marked increased
engagement of indigenons peoples with national powers in many countries around the world, including in
Norway. That project entailed time on-the-ground in Norway’s far north observing the social diacritics of
ethnicity in daily life, public events, and local media. Once we arvived, we found that weather and the
changing of the light played a dominant role in our daily experience of life above the Arctic Circle, leading us
toward this photo exhibit and contemplation. We had to develop techniquess for paying attention to the
backdrop—not the microsocial processes of the main research, but rather the steady, shifting hum of the
natural world. As a supplement to fieldnotes, shooting quick digital photos and videos became a sensorially-
rich means to capture the moment.

In this photo installation, we present images of the environment. We use the visual vocabulary of the
changing of the light in the arctic to consider the ways in which the natural world’s rhythms act as the original,
powerful “antomated” force, challenging humans’ sense of agency, creating the context—and certain limits—
Jor their ability to exert their desired outcomes in the world. How can new technologies of antomation be built
to suit buman life where society is already tailored to rhythms of nature that defy assumptions beld by many of
us living at lower latitudes? Among these 52 tiles, one for each week of the year, we include black tiles
representing the time periods that we bave never spent in Tromso, the gaps in our witnessing of the flow of
annual natural cycles and annnalized events in the collective social calendar of the Norwegian north. These
visual and sensorial “gaps” raise questions about the constraints of ethnographers’ knowledge, the reach of
technologists’ innovations into the world’s peripheries, and embodied realities of place. Intermittency isn’t
inberently a disadvantage in ethnographic work, but it nmust be acconnted for. How do ethnographers admit,
adjust for, and overcome the intermittency of their presence at a fieldwork site? This question is especially
pressing for those working in industry environments that demand short timeframes for moving from fieldworfk
to findings. For technologists, there is a related challenge: how to anticipate the ambient and embodied feeling
of life where it is lived when they design products that travel across geographies. We hope this photo display
provides a fruitful space for EPIC attendees to consider the strengths and limitations of their own methods.

Evening light at the end of summer in the Lyngen Alps, Troms County, Northern Norway;
photo by Erica Kowsz, 2019
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Erica Kowsz is a PhD Candidate in the Department of Anthropology at the University of
Massachusetts Amherst. She has long term experience with ethnographic research, dating
back to a Fulbright project in Canada in 2011-2012. She has since completed ethnographic
research programs in the U.S. and Norway. She can be reached at ekowsz(@umass.edu.

Hunter Styles is a photographer and journalist, currently working freelance, whose
photography and writing capture the sensory and affective dimensions of geographic and
cultural diversity in locations ranging from Norway to Japan to small town New England.
See more of his photography on Instagram: https://www.instagram.com/hunterstyles
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Gallery Installation

hi how r u?
Understanding Modern Digital Communication

ERIN RYAN, Carnegie Mellon University Imaginaries Lab

In the absence of physical cues like tone of voice and facial expressions, young people are increasingly using
digital communication tools in unexpected or unintended ways to allow for more nuanced online
communication. This can involve using punctuation in new ways, spelling words differently, using nppercase
and lowercase letters in non- traditional places, and using images, letters, and emojis to create bybrid or
intertextual images and emoticons that convey a hyper-specific emotion. This is a new form of digital
Placematking that merits its own scrutiny as more and more our digital relationships and interactions hold a
weight that rivals our physical ones.

Through a series of workshops, this project explores how digital communication has evolved within the
constraints of modern-day messaging platforms, and bow it can be furthered without them. These research
methods conld be nsed not only to understand and better document the ways in which these tools for digital
communication are being used across different demographics, but also as a participatory method to understand
how users think and feel in a more visnal way. Furthermore, the analog method of collaging digital elements
used in these workshops could be adapted to be used with a different set of “tools” to test specific digital design
elements to better understand how they might be used and misused by their andience.

“Initial Workshop” © Erin Ryan

Erin Ryan is a fourth-year design student at Carnegie Mellon with an interest in the
relationship between designed artifacts, cultural trends, and behavior. This project was
conceived after years of observing and partaking in online culture and communication. If
you’re interested in getting in contact, her email is erineryan15@gmail.com.
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Gallery Installation

Where Does Cancer Live Now?

JACOB McAULIFFE, ReD Associates
REBEKAH PARK, ReD Associates

This gallery is a photographic representation of six ethnographic encounters from a 2018 study of people
living with Stage-IV" lung cancer. Our photographs capture their lives beyond the bectic whirl of machines,
medications, and medical workers, instead bringing radically ordinary expressions of agency into focus. For
our subjects, the paradoxical condition of living with a terminal disease prompts a deep and ongoing reflection
on the routines of everyday life. These become symbols of loss and reclamation of agency: while ruptures in
routines can reveal the limitations imposed by cancer treatment, for others daily activities come to signify cancer
kept in check. These photographs and narratives bear witness to those meaningful mundanities by depicting
artifacts of past lives and evidence of new normals. Our aim is to show the role that rich, sensorial
photography can play in presenting visual evidence for what matters most to the patient throughout treatment.

Our photographs also demonstrate the limits imposed on photography by GDPR-regulated healthcare
projects, where we must endeavor to capture the lives of people without showing their faces. We found that the
very regulatory constraints that threatened to dehumanize our subjects also allowed us to bring their lives into
Sfuller contexct. Instead of abandoning photography, we depicted the objects, relationships, and places that were
most significant to those we met with. These totemic depictions illustrated their relationship with cancer, as
well as their shifting evaluations concerning quality of life throughout their cancer journey.

AT 4 -

Photo: “The Worst Thing is All the Waiting” Credit Thomas Hughes

Rebekah Park currently works as a manager at ReD Associates, and holds a PhD in
anthropology from UCLA.

Jacob McAuliffe currently works as a consultant at ReD, and holds an MA in history from
Yale University.
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Session: Everyday Automation / PechaKucha

PechaKucha and Papers Session

Everyday Automation

Curators: Elizabeth Anderson-Kempe (Amazon) &
Ellie Rennie (Digital Ethnography Research Centre, RMIT University)

The Al systems in this session are designed to solve crime, watch your babysitter,
support self-improvement and interact with your research participants. You will meet an
indecisive vehicle, a home with some missing family members and the world’s worst school
cafeteria. Welcome to the new networked agency, where our standard ethnographic methods
fall short, and where we ethnographers are the humans left struggling to stay "in the loop".

Al systems are already operating within our homes and cars, yet these come with their
own blindspots. Home automation systems struggle with the complexity of interactions
inside households, listening selectively to a narrow set of users. Autonomous vehicles still
require people to make decisions, leaving us with work we would rather avoid. The
presentations in this session explore the problematics of master-slave scenarios and raise the
possibility of teamwork, where greater situational awareness and engagement can occur. We
ask the hard question of what it means to be co-creators with our non-human counterparts.
Is human agency just a modern fallacy, a belief that sets us apart from non-humans and
justifies control over the natural world?

These scenarios also present challenges for research. How can we do ethnography when
Al systems involve elaborate and intersecting networks of human and non-human agents,
some of which are invisible to us? Focusing on the problems of data extraction, falling back
on ’social context’ and observing individual users is insufficient for the task at hand. We
need to instead flex our interpretive skills, observe assemblages and listen for the polyvocal
dynamics of this new sociomaterial world. Fear not - if that sounds scaty, you can always call
on your willing Al research assistant.
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Believe in AI: Will You Pray for a Chatbot?

ANDRE TORALES

Automation and Artificial Intelligence are defying the status quo making us rethink our jobs, onr relations
and, philosophically, our lives purpose. This emerging trend will affect every aspect of onr lives: economically,
cultural and socially speaking. If you think that Ethnographic Research is a safe harbor from all these
changes, because it is so human and qualitative, you may be wrong.

In this Pecha-Kucha, I want to share a story that I, as a researcher, in face of users’ pain points bigger
than which button to click on an App, thought about products and services to help people using design
thinking. During this side-quest, I've faced a lot of challenges and found the answer in developing a chatbot,
characterized as a Virtnal God, to help people and give advice for better lives.

People would tell their problems to a chatbot? People would rely on the chatbot, powered by artificial
intelligence, advice, and readings? People would truly believe in the chatbot to make their wishes come true,

Just as a thousand-of-years religious god? What are the implications of Al and chatbots for our job as
researchers? Let’s find ont together in this presentation.

N\
4

V

Photo by Me

Andre Torales is a Senior User Experience Researcher from Brazil. He has over a decade of
experience in the Research field. He started working in Advertising Agencies as Account
Planner conducting several research projects nationwide, in special DCS/WPP. At this time,
he had received Bronze for Research Innovation at Jay Chiat Strategy Awards in NY, US
(2009) then he went to Consultancies and now he is working at a Fintech Latin America.
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Robots and the Fallacy of Agency

STEWART ALLEN, Fuse Foresight

What if I told yon, that humans are not very special? That the very qualities that mafke us human are not
pre-given features but are rather properties generated by our participation in the world at large. In this view,
humans are not mere expressions of blueprints. Rather, we are shaped and fashioned in the conrse of onr lives
by many different environments. This presentation challenges the notion of agency itself throngh an exploration
of a recent project we conducted on service robots and human interaction. 1 raise questions on the nature of onr
humanness and the idea of humanity’ as a special, protected class. If we set aside humans as special and
unique, we tend to then debumanise and downscale everything that is non-human, setting the stage for our
current malaise where onr environment is objectified as a resource to be used up as quickly as possible. 1
conclude that a shared and sustainable world is one where the qualities of life are accorded to all things,
human and non-human alike.

‘Getting to know one another’. Stewart Allen

Stewart Allen is a founding partner of Fuse Foresight — a people-centric strategy consulting
firm based in Barcelona, Spain. Stewart holds a PhD in social anthropology from the
University of Edinburgh, and is the author of the book ‘An ethnography of NGO practice in
India: Utopias of development’ published by Manchester University Press. Email:
stewart(@fuseforesight.com
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Ethnography’s Role in Seeing the AI’s Blind Spots
Living amongst Al: Agency of the Household

LATYEE HO, Delve

Home antomation has made big promises for utilizing intelligent technology to help the lives of everyday
people, but the potential of the technology can only be as good as our understanding of the world we are trying
to improve. In this PECHAKUCHA, I share insights from my years of conducting ethnography in homses
where families have lived alongside Al and automated technology. Our initial tries at intelligent technology in
the home were modeled after our own assumptions, but it failed to account for the full variables of the
‘household’, which had an agency of its own. When technology bas the potential to disrupt not only onr
workflows, but relationships between people in the home, it’s the responsibility of technologists and
ethnographers to provide the critical human perspective necessary for technology to live in harmony with people.
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Tllustration by Kendra Allenby

LaiYee Ho is the co-founder of Delve (www.delvetool.com), where she pours her years of
experience as a UX researcher and designer into creating tools for researchers. Before
beginning her entrepreneurial journey, she was one of the first UX designers of the Amazon
Fire TV. She then went on to build the first UX research team at a smart home automation
startup, where she learned how to uncover human motivations. She has a degree in
Information Science from Cornell and lives in New York City. laivee@delvetool.com
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Session: Everyday Automation / Paper

A.I. Among Us

Agency in a World of Cameras and Recognition Systems

KEN ANDERSON, Intel Corporation
MARIA BEZAITIS, Intel Corporation
CARL DISALVO, Georgia Tech
SUSAN FAULKNER, Intel Corporation

This paper reports on the use and perceptions of deployed A.1L and recognition social-material assemblages in
China and the USA. A kaleidoscope of “boutique” instantiations is presented to show how meanings are
emerging around AL and recognition. A model is presented to highlight that not all recognitions are the
same. We conclude by noting A.1. and recognition systems challenge current practices for the EPIC
community and the field of anthropology.

Unknown, Caucasian, male, grey hair, 80 kgs, 1.8m, 55-60 years at entrance 2.
Unknown, Caucasian, male, grey hair, 80 kgs, 1.9 m, 55-60 years in hallway 1.
Unknown, Caucasian, male, grey hair, 78 kgs, 1.9 m, 55-60 years located in café 2.
Unknown, Caucasian, male, grey hair, 80kgs, 1.8 m, 55-60 years located in hallway 3.
Unknown, Caucasian, male, grey hair, 80 kgs, 1.8m, 55-60 years located in café 2.

Thousands of “observations” are logged, one about every second, during a single day on
campus, ostensibly forming some sort of narrative of the researcher’s day. What kind of
narrative is it? That’s the question. What the researcher understood at this stage was simply
that this narrative was made possible by a set of networks of cameras connected together; a
range of facial recognition systems dispersed across the school campus. Somewhere, or
perhaps at multiple points distributed across the network, judgment and decisions were
being made, that scripted the actions of others and thereby gave shape, unbeknownst to him,
to the actions he might or might not take.

Strangers on campus are noted by the recognition software as “unknowns.” This means
that they are not students, staff, faculty, parents, administration, regular service people or
even those identified as “concerns.” By the end of a day visit, one of the authors had been
spotted in the #2 café at least 3 times, usually in the company of another “unknown” and
accompanied by someone who was known. This made the author a kind of “known
unknown”, which was an acceptable identity to the system, warranting no further action than
to continue to register his presence. In this way, these school recognition systems
demonstrated some small ability to deal with uncertainty. Looking from the camera’s point
of view, the author, and another researcher had become “familiar strangers” (Stanley
Milgram,1972). Milgram used the concept to help explain the rise of modern cities. In this
paper we are flipping it to help think about a new hybrid digital-social landscape being
ushered in by A.L and facial recognition.

BACKGROUND

Everyday life is a more mixed world experience than ever: digital/analog,
machine/human, bits/atoms. Donna Haraway (1984) called out the limitations of such
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binaries decades ago, and today such binaries are even more inadequate as our lives are even
more hybrid, comprised of more-than-human multiplicities. Advances in artificial
intelligence, cloud computing, wireless networking and data collection have ushered us into a
new social-material era, one equally exciting and anxiety provoking. But relationships don’t
come easy and humans and technologies are surely in a protracted period of courting one
another. If the industrial age ushered in one set of expectations and accountabilities, artificial
intelligence seems to change the character of this courtship—suddenly our relations are
much more promiscuous. In part, these distributed and varied encounters are expressive of a
shift from products to networks, and concomitantly, a shift from discrete and singular
artifacts of value to value as an outcome of connectedness and multiplicity. The shift is one
where digital technologies that were previously limited to particular kinds of discreet,
controlled, one-to-one interactions are now engaged in constant interaction with many,
sometimes multitudes of humans. However, this adjustment period is the beginning, not the
end. Self-driving cars, “personalized” agents on our smartphones and household systems,
and autonomous robots are just some of the images conjured when A.lL is mentioned. While
these examples seem to suggest A.L is represented by a sleek, singular futuristic
technological artifact, several scholars have highlighted how contemporary instantiations of
AL rely on a complex, distributed, interdependent network of computers, software, data
warchouses and infrastructure (Dourish 2016).

This paper offers a critical and ethnographically-informed exploration into key questions
surrounding the constitution of A.I. and recognition systems as they permeate the complex
practices and relationships that comprise contemporary everyday life. Our focus is on
recognition, A.l. and the real time video analytics of recognition that are deployed and used
in everyday contexts today. We will empirically illustrate the ways that human and non-
human agents participate in building everyday life worlds and cooperate in this shared
meaning-making process. We want to focus on the many agents involved, and shift the focus
from singularity of device, product, service, and brand to the heterogeneity of intersecting
databases, programs, products, services, people and networks.

We are conceptualizing various collections of A.L. and recognition as polyvocal
assemblages (Tsing 2015, Deleuze and Guattari 2003, Ong and Collier 2004). The concept of
the assemblage is salient because these systems are not in fact singularly engineered. They are
diverse, more-than-human assortments that are gathered together, sometimes by design,
other times ad hoc. Even though we might experience them through discreet interactions, as
coherent services, their composition is multifaceted, often entangled. Our hope is to develop
a critical appreciation for how diverse materialities, cultures, agencies, and experiences blend
together in these emerging assemblages.

This use of assemblages has been employed to shift the framework of research to place
greater emphasis on the dynamic, changing, and opaque characteristics of these A.L
recognition assemblages, as well as to bring in non-human participants. The approach
enables agency of objects and the possibility of heterogeneity of assemblages. The
researchers here are positioned to observe how elements are understood to cohere in
existing or developing assemblages. Unlike Tsing’s mushrooms (2015) or Bennett’s (2009)
green chilies, we did not have a material object to focus upon, rather this is the ground work
to understanding how thoroughly entwined systems can mutate and develop over time [and
space] and frame what is possible, desirable and expected of recognition systems. As
Deleuze and Guattari (1987) note in their original writings on assemblage’s, they are
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“anticipatory” and concerned with continuing trajectories and future possibilities of what
these assemblages might become, which seem particularly apt as we research A.L. and
recognition technologies. The alternative of conceiving A.L. and recognition uses as discrete
products or systems would imply a closed-ended and functionalist understanding that hides
the series of interconnected and interdependent sets of technologies, institutions, agendas
and people. What emerges here are partial directions and pressing questions related to the
topic of the conference - agency: as artificial intelligence becomes an agent, what are the
opportunities and challenges for shaping relationships to continue to enable agency? And
what kinds of agency are possible in a world where technical things can know and do?

APPROACH

Since 2017 we have conducted four field research projects in China and two studies in
the USA.! In 2017 we elected to study these A.I.-recognition technologies because they
offered attractive solutions to address many contemporary needs for identification and
verification. These technologies brought together the promise of other biometric systems
that tie identity to individual, distinctive features of the body, and the more familiar
functionality of video surveillance systems. This latter aspect has also made them
controversial, which motivated our research to get a deeper understanding. In the USA,
there has been growing social and political concern around the use of facial recognition
systems. Samplings from the press in recent months include stories in the BBC (White
2019), Wired (Newman 2019), New York Times (Teicher 2019), Washington Post (Harwell
2019), CNN (Metz 2019) and The Guardian (2019), to name a few. In contrast, China’s
facial recognition systems, found in urban centers like Shanghai, Beijing and Hangzhou, were
becoming ubiquitous even in 2017. In China, these recognition technologies continue to
grow in sectors like civic behavior, retail, enterprise, transportation and education. Business
Times (2019) reports that Alipay facial recognition payment is already deployed in 100 cities
and will pay $582 million to expand further. Tencent, is adding facial recognition payments
to the WeChat platform of 600M users. In a society that has had overt and everyday
surveillance in human and institutional form for over 70 years, the emergence and
deployment of recognition through cameras has been less controversial than in the USA.

We also chose to study these systems because recognition technologies, for all of their
social and political controversy, allowed us to continue to talk about humans. Unlike some
other A.L systems, recognition technologies rely upon human embodiment, action, and
often interaction. This is significantly different from, for example, machine learning systems
that use social media as proxies for human activity. We hypothesized early that camera
systems were harbingers of new interaction models with humans, and that recognition
technologies, in particular, were examples of cameras literally reaching out to people, albeit
awkwardly and often inaccurately. For even when deployed as a surveillance use case, the
experience of being seen at a distance in a public space equipped with CCTV was a kind of
interaction that implicated a more complex web of human users with specific interests and
motivations. These new interaction models are suggestive of notions of embodied
interaction (Dourish 2001) but also, due to the seamlessness of these recognition systems,
these new interactions also seem to elude some of the situations of collaborative meaning-
making we are accustomed to. As these systems become so commonplace that they
disappear, and our interactions with them become just another everyday action (“smile to
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pay”), how do we—humans—participate with these dynamic, but elusive assemblages to
make the worlds we want to inhabit?

In 2017 facial recognition systems were emerging in the mainstream landscape at a
global scale just as companies like Intel were shifting business interests to the cloud and
networks, and in the communications arena to 5G. The technologies emerging to transform
the network, mobilized further by 5G’s emphasis on machine to machine compute,
indirectly signaled that the interaction model of human and device, a hallmark of the PC
ecosystem, was no longer the asset to exploit. Today’s technology industry conversations
about “edge” and the challenge faced not just by silicon companies, but by cloud service
providers, telecommunications companies, telecom equipment manufacturers, original
equipment manufacturers, and even content providers on “last mile access” and how to
bring compute closer to where data is produced, simply do not focus on what people do
with technology. In this business context, increasingly distant from end-users, facial
recognition provided us with a way to continue to talk about humans at a moment where so
many only wanted to talk about machines.

Finally, we were skeptical not about the fact of facial recognition becoming ubiquitous
in China, but about the contrast cultivated by the USA press relative to deployments at
home. The research concerns in the USA on facial recognition have centered on three
points: 1) recognition systems were biased in their development (Burrell 2016; Crawford and
Shultz 2013; Eubanks 2017; Noble 2016; O’Neil 2016; and Pasquale 2016); 2) the systems
created new risks to privacy (Dwork and Mulligan 2016; Introna 2009); and 3) there were
ethical concerns about use (Horvitz and Mulligan 2015; Stark 2019). While Eubanks (2017)
has equated their development to the rise of “eugenics”, Stark (2019) equates the potential
dangers of recognition to “plutonium.” But these concerns have not necessarily resulted in
fewer systems adopted. Indeed, Gartner (Blackman 2019) projects recognition to be the
fastest growing Internet of Things (IOT) space in the near future. Further, we have seen
deployments expand in the USA since 2017 in public city infrastructure as well as airports,
private school campuses, industrial facilities, summer camps and childcare settings. Further,
the US government says facial recognition will be deployed at the top twenty US airports by
2021 for “100 percent of all international passengers,” including American citizens,
according to an executive order issued by President Trump (2017). By examining deployed
uses of recognition, we hoped to provide empirical evidence to fill the gap between building,
speculation and future deployments.

In what follows we share a kaleidoscope of vignettes from the field to supply the raw
material for a discussion about value and its complexities for A.I. and recognition. The use
of kaleidoscope is intentional in that it is not the scientific instruments of telescope or
microscope that we employ here, but images of instantiations of new technology with
people; images left open for further interpretations. As Gibson (1999) notes, “The future is
already here — it's just not evenly distributed.” While there has been plenty of speculation on
the cataclysmic possibilities of A.L, there has been a dearth of studies on tangible,
instantiations; so, something that is more “what it is” than “what might it be.” We will share
snapshots of a future world of A.L. and recognition that is already here. We focus on what
could be called “intimate” or “boutique” uses of recognition; so, not massive surveillance
systems, but closed institutions or community uses. The snapshots don’t tell a complete
story--there isn’t one to tell--nor do they provide a perfect compass for navigating the
emerging new spaces unfolding before us. Instead, they are glimpses into the kinds of
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questions a compass can address, and the kinds of terrain it should help us navigate. From
these vignettes, we raise questions about future research and practice for the EPIC
community.

STORIES FROM THE FIELD

Everyday & Uneventful Facial Recognition

Popular visions of A.lL are seductive, but real-world facial recognition is amazingly
boring in China. A few of the A.L. systems we experienced delivered identification for
seamless access to residences, offices and schools; seamless access to subways and trains;
seamless identification for hotel check-in, and seamless access inside banks and at the ATM;
clerk-less convenience stores; preferential treatment in retail stores; identification for
government services and criminal investigations. This list of the applications is only meant to
underscore that A.I. and recognition is commonplace in China, and still growing in both
government and commercial sectors, to the extent those are differentiated. From the start,
what is important to emphasize is how banal the use of these systems is. Perhaps there is
complexity and prowess behind the scenes, but everyday interactions with these systems and
services is...well...every day.

Recognition is so ordinary and uneventful that it often goes unnoticed, both to users
and to researchers who are supposed to be in the field keenly observing. As a result, there
were zany times in the field when we had to ask people to repeat their use of a facial
recognition system, so we could observe the process. We asked one of our early participants
in the study if we could take her picture as she walked through the facial recognition system
at her residence. She walked through, and we had to ask her to do it again. We explained she
did it too fast for us; that we could not see the system in action. Could she do it again?
Ooops, we missed it the second time, and then we missed it again the third. Finally, we just
asked her to walk zery slowly, much slower than usual, and we got it. Of course, by that time
a mother and her kid, an older woman, and the security guard were all looking at us like we
were idiots. The guard, in particular, seemed delighted by it all. Another time, there was the
look of a young man when we asked to go with him to take money out of the facial
recognition ATM. You could almost see him thinking, “Oh yeah, foreigners think facial
recognition is interesting? Is this a scam to take my money?” We also had to ask him to log
in three times to catch the process.

Such interactions with facial recognition are very different from, indeed opposite to
what we are used to with technology. Generally, with any kind of technology, whether a
personal computer, phone, Alexa, Nest thermometer, car, or even Siti—we prepare to
interact, and we remain aware of the interface, even with those that work almost seamlessly.
Facial recognition interactions in China are stunning because they are so normative and
normalized, often blending seamlessly into the environment. For example, three women
walking back into work after lunch only briefly look in the direction of the facial recognition
machines as they continue to walk and talk straight back into the building. Nothing to see
here. No break in the conversation. Hardly a pause in their steps. They give a look that is
less than a nod one might give a security guard that you knew very well. It is substantially
less of an action than pulling out a badge, and pausing to badge in. Life simply unfolds, not
only as if the technology was never there, but also as if those social regimes and routines of
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observation that define so much of what we call society and culture had ceased to exist. But
of course, that haven’t ceased to exist, they’ve just been differently delegated.

Facial recognition is not just a part of high-end office buildings or residential complexes
or trendy businesses; it is becoming commonplace everywhere in China. We watched as
customers at a2 KFC quickly ordered on a screen then smiled briefly to pay. Yes, giving up
money and smiling about it! In practical terms, of course, the smile is a second form of
authentication for the facial recognition system to verify that you are alive (first the system
verifies you are you; smiling is a secondary measure to avoid spoofing). The “smile and pay”
is also common at some grocery stores. “Sometimes you can’t help but feel a little happy
about smiling [even if it as a machine]” a woman checking out at a grocery store commented.
Of course, she isn’t really smiling at a screen. She is smiling at an Alipay system (from ANT
Financial) that is part of the Sesame Credit loyalty program for Alibaba. People are aware of
the Alibaba loyalty program, and some of the perks of participation. Dual systems, like the
ticket/person verification system at the Beijing main train station are also populat, as lines
move quickly with people being recognized, authenticated and verified by a machine, rather
than waiting in the lines to get tickets and then waiting for a security person to check in
before boarding. These are just normal, everyday, “nothing to see here” parts of urban life.

Beyond the mundaneness of recognition systems, people were able to articulate some
advantages, and while they would raise occasional issues about use, their concerns did not
necessarily impinge on the value of using a facial recognition system. People mentioned that
it is more secure, is hassle free because all you have to do is smile to get access, and oh yeah,
it is fast. On the surface, these seem to be values of efficiency — where ease of use and
enhanced productivity determine the worth of the system. While that may be partially the
case, we also believe users found meaning and significance in the fact that the use of these
systems removed and obviated the unnecessary social complications often inherent in
transactions. In other words, one of the (human-centered) values of these systems is the
desire to avoid awkward interactions with other humans in a socio-cultural context that has
weighed heavily on how those interactions should take place. While social interactions are
important in China, they come at a cost. People may push more stuff at you to buy or try to
make connections by attempting to leverage a transaction into a relationship. There are
additional cultural factors at play here, such as those of class. Though we presume people
want to interact, and that sociability is desired, that presumption may be flawed, or at least
not always true or uniform. By their very personalization, recognition technologies support
the capacity to elide select social encounters.

Participants in the study were expecting to see more places and more uses for facial
recognition in their urban environment. Unlike the USA, there was no moral panic, in fact,
people were excited and proud about what they perceived to be a highly novel technology.2
There is a solid cultural belief in China’s middle class that technology is both a marker and a
catalyst for economic growth and national success on the global stage. The recognition
systems are interpreted as markers of the development of society, at the same time they are
making urban China an easier place to live, and in some respects more like the West. In a
curious way, A.l. facial recognition technologies highlight the individual, a hallmark of
Western culture and traditions. As one of the participants said, “If everything is connected
then you can just bring your face!”
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Someone Is Watching You: Interpretive Flexibility
High School X: Hall Security?

High School X, in a tier two city in China, has switched their campus security camera system
over to one that uses facial recognition. The facial recognition system enables students to
come and go freely on campus and is connected to the classroom attendance (check-in at the
door) system. The security camera system can be accessed from any authorized desktop, e.g.,
security office monitors, I'T office PCs, principal’s PC, etc. The school used to have a bank
of twelve TV monitors rotating through the twenty cameras on campus. The campus now
has over forty cameras on campus for security. Two features of the system were
demonstrated for us. One feature of the system was that it does anomaly detection of spaces
and, when possible, identifies the person in the space (minimally captures them). Anomaly
detection in this case means someone is in a space at the wrong time, e.g., in the hallway
during class time. The other feature enabled a human supervisor to search by image or name
in order to have all the appearances of that person for the day aggregated on screen. Taken
together, these capacities enabled the detection of more than just attendance. As the
following example shows, they enabled the detection of patterns of behavior, and as a
consequence, revealed relations that might otherwise go undetected.

[Interview 1PM Classroom]

June (HS X Student): I've had cameras in my schools all of my life. They are
watching us to protect us, but it is a little creepy. I mean, they know so much about
us that they could know when you go to the bathroom or if you were dating, and
who that is, really anything . . .

[Interview 3PM IT office]

Main IT guy (HS X): I think you talked to June earlier. Did she mention she was
dating? Dating between students is not permitted at this school. We’ve known[with
the facial recognition system], she has been dating for over a month. We haven’t
done or said anything about it. She and her boyfriend are both getting very good
grades. As long as they are getting good grades and don’t disrupt the community
(school body), we won’t interfere.

How did IT and the administration know June was dating? We don’t know. Those
details weren’t forthcoming. We do know that the analysis of her daily patterns involved
verification with a teacher, the anomaly detection, and person identification (like a game of
Clue) on the school grounds. The interpretive agency in the assemblage didn’t reside solely
with the software but with the interaction between security, 1T, teachers and the hall
monitoring software.

Cindy Toddler Monitoring

Cindy is raising her two toddlers in Shanghai with the help of two nannies, her in-laws, a
cook, and seven in-home surveillance cameras. Cameras in almost every room are used to
monitor activities and behaviors, to understand when a routine is broken, to look for lost
items of to trace the root cause of a dispute.
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Cindy operates a centralized system where her children are the assets and she is the
processing hub. All the analytics run through Cindy who uses the cameras to collect data she
uses to monitor and investigate activities in order to shape the behaviors of other actors
responsible for her children’s care. In one incident described during our fieldwork,

Cindy goes home to find her son and nanny are napping earlier than the established
schedule. Cindy reviews the camera footage to understand what transpired and sees
her mother-in-law fighting with the nanny who proceeds to retreat to the bedroom
with her son. Cindy understands the context for the eatlier nap time and
reprimands her mother-in-law via WeChat text. When the nap is over, Cindy
instructs the nanny in person about mother-in-law best practices.

In Cindy’s system, the data inputs may be distributed, but analytics and decision-making
are centralized. Her system’s performance requires a particular set of members (nannies,
parents, in-laws) to align to a particular set of values and practices (regarding food, hygiene,
sleep, play) that demonstrate her version of good parenting. Cindy taps her system of
cameras to access data and make sense of the actions and events that do and do not follow
protocol. This constantly updated contextual insight allows Cindy to intervene and correct
the behavior of the other human actors as needed to maintain optimal performance.

St. Nicholas School Safety (USA)

A similar situation unfolds at St. Nicholas of Myra, a private Catholic Pre-K to 8t grade
school in a gentrifying urban neighborhood. The principal at St. Nicholas of Myra has
recently deployed a facial recognition system. The recognition system is made up of humans,
multiple cameras and computer technology. The cameras at St. Nicholas of Myra are used to
monitor who comes in and out of the school and “to know the community better.” Unlike
either of the HS systems in China, the system at St. Nicholas of Myra only identifies adults,
not students or anyone under eighteen. The principal and receptionist see a face and name
on the facial recognition system monitors for almost every adult including the milk delivery
person and the food staff. This allows the principal and the school receptionist to make sure
the right people have access to the school. The system allows the principal and receptionist
to identify and greet everyone by name, which they feel fosters a feeling of community. The
principal sees his role as making sure the kids are “safe, happy, healthy and holy,” and feels
the facial recognition program helps him to achieve those goals.

Ways of Watching

Of course, the staff at HS X, Cindy, and the Catholic school principal actively manage
how people act and exert power in their respective systems; a fact that is not dependent on
the presence of cameras. They do so in the name of particular kinds of human value, but
there are key differences in how that value is produced because cameras are present. In
Cindy’s case, value lies in her ability to care for her children the way that she wants through
resources she has enlisted (nannies, in-laws, etc.). For Cindy, value is achieved by restricting
the capacity of her nannies and in-laws to act independently of her parenting plans and goals,
plus introducing the capacity of the camera to document what has taken place. In doing so,
Cindy uses the camera as a means of witnessing, producing evidence that she employs, to
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ends that are of her own choosing. Indeed, the camera data gives Cindy another partial view
on what took place—not the nanny’s or her in-law’s. Cindy’s understanding, enabled by the
camera, allows her to shape the human links between herself and her nannies and between
the nannies and her in-laws (“best mother-in-law practices”). This human work doesn’t
disappear; rather the presence of a camera enables it and gives Cindy more direct control
over it. Conflicts may be deviations from the plan, but they also give Cindy the opportunity
to work on stitching together human relationships that are central to the system.

In the St. Nicholas of Myra case, monitoring access and movement in the school
increases social connectedness and an overall sense of community, but does not prevent all
bad things from happening. If an unknown person or a person marked by the system
(entered manually by the principal) as a “concern” tries to enter the school, the door will not
open unless the receptionist or principal unlocks it. For instance, a parent suffering from
substance abuse who is not currently allowed to see his kids, will be blocked by the system
from entering the school. Here the opportunities for mistakes or misuse are rife, but trust is
placed in the principal to make these decisions—extending his capacities to act, but still
allowing him to retain authority over the system.

In China’s HS X, school administrators guard against disruption to the learning
environment from both inside and out. The disruption can be at the individual or the
community level. Anyone not granted access is blocked, just as in the St. Nicholas of Myra
system. But this system is more proactive in monitoring internal activities. Kids skipping
classes, rough housing, regular visitors going places they aren’t authorized to be, are all
behaviors that can lead to a decision to act. Previously, if one of the same people had
noticed an irregularity, they would also act. This resembled the system at St Nicholas of
Myra, where the principal or receptionist using the camera monitoring system can spot kids
hanging out under a main staircase in the school — a place they shouldn’t be during school
hours. One key difference is that the camera system brings the situation to the immediate
attention of security, or others if they are on the system, so action can happen sooner. The
other key difference is in the ability to pull together a series of incidents over time; to create
a narrative of what took place. Sam, a student at HS X, was known by the system of
technology, security, I'T and administration, to skip class occasionally, after checking in on
the camera system. He would go out to a remote (unmonitored) part of the garden area on
campus, smoke, read books, and work on his homework until the class session ended. They
knew he did this because they could see him out of class and entering the garden on video.
Security people learned about the smoking. None of that was acceptable behavior generally,
but because Sam was one of the top students in his class and did nothing that would hurt or
infringe upon his classmates, this was permitted. They school officials were willing to assume
that Sam just had days when he needed to get away. The principal at St Nicholas of Myra
made similar kinds of decisions when he spotted kids hanging out under the stairs, for
instance. He wondered, is this just a kid trying to disappear in the midst of a bad day or are
kids engaged in improper or destructive behavior? In both cases, humans continue to own
the judgment about the importance of the behavior. Based on a calculation of value, they are
willing to interpret and to read between the proverbial lines to explain the student’s behavior
beyond what policy permits. Staff or teachers can then speak to the students about their
behaviors, and so create new paths for human to human interaction. The human work
doesn’t disappear, but is enabled, managed and focused by the cameras.
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Agency Denying Systems
Steamed fish today. No chips.

Chinese High School Z had a nutritional system that was powered in part by facial
recognition. It was really not “a system,” but five independent projects built upon each
other: cafeteria ordering system, cafeteria and cafe payment system, cafeteria delivery system
and two different vending machine systems. Besides incorporating different applications,
there were at least three different recognition software pieces integral to the system, so even
the core underlying programs were not shared. When we visited, all the food a student could
acquire on campus was nutritionally noted to generate a recommendation for eating. Based
on what the student had eaten, the nutrition was evaluated, scored and recommendations
sent to the HS administration, and the student, and the parents. The student could then
determine what, if anything, they might change in what they selected to eat. However, the
system was doing not always work to enable student-led decisions.

Initially, the school ran the system so that the student would have a meal at the cafeteria
that was predetermined, based on a student’s optimal nutritional in-take. If the student’s
optimal nutritional in-take exceeded the guidelines on one day, the system would
compensate and adjust the guideline to be nutritionally appropriate on the following day. A
student could order whatever she wanted as long as it fit the guidelines. In practice this
meant that students whose nutritional intake was deliberately constrained might get served
steamed fish in the cafeteria instead of the barbecued pork. These same students might have
their access to one of the vending machines blocked. Students who mapped to the need for
guidelines had virtually no agency to select their own food since the system would make
value judgments and constrain decisions on their behalf.

This food selection and decision-making system for students lasted less than a month.
Parents and students both complained fiercely (“after all we (parents) we’re paying for the
food so our son should be able to choose what he wants”). Parents suggested to school
administrators that the school should have a nutritional system similar to Sesame Credit
where it would offer rewards, not punishments so students could earn points for special
foods, or credits for the vending machines. The HS Z didn’t have a way to economically
implement this type of system. Today, the system is designed to enable conversations. It
provides students with a view onto how they are doing, from a nutritional standpoint, for
the day and for the week, and on how their behavior, indeed performance, matches to the
suggested standards from the government. Parents can encourage their kids to eat correctly.
They can have conversations with their kids about the administration’s idea of how they
should eat. Although, in the course of our research, we did not encounter any stories of
parents who reported having those conversations with their kids. Finally, the students can
use the report as a guide to reflect on food choices.

With respect to the cases that we observed, China’s recognition systems do not appear
to be bad things. The nutrition systems, at least in one case, was redesigned to help to bring
awareness to some choices, actions and behaviors; awareness that could be used to adjust
behavior towards desired goals. These examples show us that recognitions systems go wrong
when they act alone to deny options to humans, who have their own creativity, ingenuity and
agency to solve problems. The nutrition system as it operates today has been reduced from
an active agent that determines what food is consumed to an off-site coach. The lack of
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malleability or flexibility for the students in the initial system created a brittle partnership
which did not get traction with students or parents. Students were not learning new skills.
Parents were frustrated with unseemly distinctions. Both sets of stakeholders were
constrained by a system, rather than encouraged to work with it. In China, this sort of
system failed.

Personalize It!

Students, teachers, administrators, parents, and even I'T people in the schools all talked
about the hope that A.IL technology in the schools would increase personalized learning.
Squirrel A.L. Learning, a private, A.L.-powered tutoring service in China, had become fairly
well known as an after-school program using A.I. to generate personalized drill and practice
sessions to improve students’ scores on national tests. The public schools didn’t have a
computer per child to replicate that kind of personalized A.L. program. However, they did
have cameras in classrooms. One camera set-up was tasked with taking attendance during
class and it worked well. In addition to knowing who was in class, the parent-faculty-IT-
admin community thought the camera and A.I. could create a better learning environment to
know how the students were feeling, and in particular that it would recognize when they
were “confused” “bored” or “frustrated” in class. [ENDNOTE 3] The I'T-admins contacted
a company to build an experimental system for them, though this didn’t work out
satisfactorily. The company said it could deliver an attention system that could tell whether a
student was paying attention in class or not. Given that a typical class size is around fifty,
this was perceived by the school as a way to ensure each student was engaged with the work
(and so going to do their best). It would give the teacher insight into which students he or
she was able to engage, or not able to reach. Because the key goals of the system were to 1)
help students to learn more and 2) improve teacher performance, the system was assumed to
cater to all classroom stakeholders. Further, for students and administrations, this would be a
means to assure “no teacher bias” in the process of helping the students, or as American’s
might say, no favoritism in how attention is distributed to “teacher’s pets.”

The company provided the hardware and software. The system had two A.L
components, a facial recognition component and an affect detection component. The facial
recognition was tied to the student ID data base. They guaranteed a 97% accuracy on affect
detection, on the specific dimension of attention. The system had one camera mounted at
the front of rooms that did an S scan every minute. The system would recognize each face
and deliver an “attention” value (yes/no). Nested up at the top of a wall, it was virtually
invisible, neat to the camera that took attendance.

The teacher had a live report of the class activity (bottom of screen) and an overall
report on the class session on his/her computer screen. The teacher was expected to be able
to respond in-class to adapt their lesson in order to better engage the students. Students and
their parents were sent a report with a percentage assigned to the dimension of “attention”
in the class session. The students were supposed to try to improve their overall attention
towards the teachers in class in the next session. The administration also had access to the
reports on the class session for both students and teachers.

Parents started to complain within a couple of days about “privacy” violations of the
system. At a different school there had been leaks of video footage of classroom activity by
one of the school’s camera systems. Some of the footage was humorous or embarrassing to
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some students. Some parents were concerned that video moments when their child was
“inattentive” would be caught and “escape” onto the Internet. The system had other
problems that were working against it. Although no one disputed the facial recognition part,
some felt uncertain that what the system “thought” and what their child was “actually” doing
were at odds. For instance, some parents argued that, “My son concentrates with his head
down on the desk. He is paying attention not sleeping,” because they feared their child’s
behavior would be interpreted as inattentive. While verifying a student’s identity (matched
to photos) was perceived to be a straightforward process by parents and students,
determining attention was perceived to be an inference. It was subjective. The affect
detection technology may have had high accuracy in some dimensions, but it wasn’t accurate
in the way the community thought it should be. The school community discovered that it
needed a human agent, such as the teacher, to interpret the data and then to take some
immediate action, both for effective interpretation and action. The roles in the assemblage
needed realignment. The school community learned an important point: that A.L
recognition assemblages are all probabilistic, never 100% accurate. They introduce a new
kind of interaction with computer infrastructure that isn’t about 0/1, right-wrong, correct-
incorrect, etc. because by definition AL will always be wrong at some point, in some
circumstance. The community’s solution was to propose to increase the presence of the
human agent in the assemblage to help negotiate value for the teachers and students.

All of these insights result in too much complexity to deal with. The affect detection
experiment was quickly shut down.

The affect experiment did not work . .. we learned alot . . . we expected too much
from the technology and not enough of ourselves. . . . we’ll continue to experiment
with new ways to help students & teachers in schools. . . . We’re exploring a system
that can detect actions like reading, writing, raising hands . .. That might come
before the next affect use - HS Principal.

The community came together to shut down this system. The system did not have a life
beyond what its constituents enabled it to have. Social forces prevailed. The teachers,
administration, parents and students’ still believed in A.IL recognition technology, and felt it
would eventually lead to a better learning environment — a win-win for everyone. The path
forward, however, was cleatly going to be one of experimentation to enable more learning in
the slow process of people forming new relationships with the technologies. “There may
never be a perfect system, but we can do better,” said one of the I'T people involved in the
set-up. The community, however, still had agency to put a stop to the recognition
technologies, as well as, to be actively engaged to create what the next recognition
technology should be and do.

Perfectly Imperfect: A.I. Is Human Too

Many of the particular systems we have discussed—eating, attention--have been part of
larger systems, for instance as extended means to create better learning environments. One
of the systems we explored in the USA was the use of facial recognition by a sheriff’s
department. What is striking about this context of use is the lack of agency the facial
recognition software is granted, and conversely, the ways in which human agency is retained.
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This might not be surprising were it not for the amount of agency such law enforcement
facial recognition applications are believed to have based on repeated, reports about police
departments use of facial recognition leading to bad results (Brewster 2019; Einhorn 2019;
Garvie 2019; Stat 2019; and White 2019). Facial recognition applications were deemed so
bad that San Francisco (Thadani 2019)and Oakland (Ravani 2019) have banned use by police
departments and Portland, OR (Ellis 2019) is considering it.

For the Sheriff’s Department of Rock County, facial recognition software is used in a
very particular way by one particular department: as a partner in a larger more distributed
crime solving team. The sheriff and detectives collect video of a crime. In the case
highlighted in our research, they collected video of a theft that had occurred at a local store.
Sometimes the video comes from neighborhood cameras, other times from other stores’
security cameras, and still other times, from both. In this case, the footage was from an in-
store camera. The guidelines for the sheriff’s department are very clear in that the video does
not come from any city or county public cameras, it only comes from private residential or
commercial cameras. Often the video from these residential and in-store cameras isn’t good
enough quality to be used with the sheriff’s department system.

Once the video is acquired, detectives work with the agency's Special Investigations Unit
using facial recognition softwate to see if an image of the perpetrator’s face from the store's
surveillance footage is a match with an image from the internal database of convicted
criminal mugshots from the county system. An algorithm makes a template of the face,
measures the shapes of features and their relative distances from each other. A database
consisting solely of convicted persons’ photos from the county is then searched as the
source of potential candidates — not photos from the Department of Motor Vehicles, not
Facebook, not traffic cameras or the myriad streams of close-circuit TV video from around
the city. What’s more, facial “landmarks” are compared without reference to race, gender or
ethnicity.

After the software generates a list of possible matches, an investigator assesses their
resemblance to the suspect. Typically, there are 5 multiple hits. There is nothing visible to
the investigators on the accuracy of the hits—it is simply a list of 5 previously convicted
individuals who might be a match for the person in the video. The county realizes that the
system is not perfectly accurate. Sometimes, the team decides none of the mugshots is a
correct match. If one or more is selected, a review is conducted by detectives and
supervisors, noting similarities and differences. If a person is selected from this list, that
person becomes an investigative lead. The identification team will provide only a single lead
to the case detective. If they affirm a match, the detective proceeds with further research,
pursuing it like any other lead they would get, e.g., an anonymous caller, witnesses at the
scene, 911 call etc. Notably, no one can be arrested on the basis of the computer match
alone. For an arrest to happen, there must be traditional verifiable evidence of probable
cause for an arrest. As such, the photo match does not count as legal “evidence.” The facial
recognition system is “just one input among many in our 100% human driven
investigations” said one of the identification team members. His colleague added, “it
provides a simple solution to an otherwise-tedious hunt through photos.” And while the
facial recognition doesn’t count as evidence, the investigators see it as at least as reliable a
lead as some eye witness accounts.

Other police departments in the USA have tried to give facial recognition systems more
power in the police force, as is the case in Orlando, but they have been shut down (Stat
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2019). Raji and Buolamwini (2019) examined all commercial facial recognition systems in the
USA and highlighted the flaws and inadequacies of the systems in addition to fundamental
injustices perpetrated by those inaccuracies. The assumption in these understandings of the
facial recognition systems is that they need to have closer to perfect accuracy, operate
independently of humans and have trustworthy value. This sheriff’s office is an interesting
case in that it assumes the system isn’t perfect, just as the sheriff’s deputies aren’t perfect,
and so sets in place a series of procedures to account for [nonJhuman frailties. Technology—
human interactions are frequently reduced to being thought of as issues around trust. Trust
seems inaccurate to describe the role facial recognition technology is playing. The system has
the accountability to discover the suspect, and because the system has many agents in it this
accountability is necessarily shared. The ‘black boxing” (Crawford and Schultz 2013) of the
recognition system, or the investigator, or the detective, or the eye witness, etc. is not crucial
as it is part of a distributed system of action.

FRAMEWORK FOR THINKING ABOUT RECOGNITION SYSTEMS

We have demonstrated a range of uses of A.L. and recognition assemblages. While still
new and “cutting edge”, it seems clear to us that these systems are rapidly becoming a
commodity infrastructure that even small businesses will be able to build new applications
upon. Across the research, we identified seven variables that give us a way to start to account
for how these assemblages work and when and why they stop working:

Explicit permission. Does the agent give permission to be part of the system and know?

Is it voluntary? Is the person aware of what is being recognized and why? Or is the

hidden and unclear?

Recourse — is the path to correct any problems clear and reasonable. Recognition is

probabilistic, which means at some point it will be wrong. Knowing this, having an

actionable course of action when things are not right is important;

Consistent — is the system deployment consistent with the institution’s stated business

interests?

Personally Efficient — is the system deployment easy and does it achieve something of

value for those being used as data. Of course, there can also be some broad community

value (e.g., community health or safety). Or even more distant, the recognition is
generating value for some other entities benefit;

Anonymized —are the data anonymized? is any personal identifiable information

necessary to participate? Is it possible for the system to deliver personalized results if the

information in the system is anonymized?

High Confidence — all recognition systems are probabilistic, though some are better than

others and some instances are more difficult to determine. This measure looks to

whether the use case will have high confidence or a high threshold in determining the
result. At the extreme other end would be a system that requires human agents to make

a determination.;

Self-contained —does the information stay within one domain or does it leak out to other

domains, (e.g., residence access recognition isn’t used in any other way and stays within

the resident community’s system)?
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What follows is a brief introduction that applies some of these variables to show how
the different assemblages using recognition software are distinct. We’ll provide three
examples to help draw out the differences between these variables, how they work and how
they work together.

HS Access Facial Recognition

Our HS X used facial recognition to allow people (students, faculty, admin etc.) onto the
grounds. The access set-up is very explicit and obvious. People give their permission to be
part of it or if they opt out, they can use their ID cards to enter (albeit a slower process). If
they are not recognized and blocked from entering, then they can see a security guard in a
nearby booth and pass through with an ID. Knowing who is or who isn’t on campus is
considered part of the school’s responsibility to students, staff and parents. By simply
walking into school, it has eliminated long lines and wait times as people used to have to
show their ID cards to guards and if their ID cards were lost or misplaced, it turned into an
otdeal for people and the administration. There is no anonymization. The location and time
of the person passing are noted for the daily records. There was high confidence that the
recognition system would work since the data base was less than 1000 people. The data base
and the results were contained to the school system only, which was an on-premise system.
The mapping onto our vectors can be seen in Figure 1.

Access

Explicit
5

Self Contained Recourse

High Confidence Consistent

Annonymized Personal Efficdent

Figure 1. Access to School Facial Recognition Mapping
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HS Affect Detection

Affect detection, though taking place in the same context, a school, has a very different
profile than access to the campus grounds (Figure 2). While the explicit permission to be
part of affect recognition might on the surface appear similar, it varies from the access
example because the cameras are mounted up and away from the students. Because the
cameras scan the entire room, one is never sure when they are being monitored. There is
little recourse to the affect result — neither the student nor the teacher can know when affect
moments happen, so they can’t be contested or corrected. Because the classroom experience
is about paying attention to the teacher, people felt it was an appropriate thing for the school
to try to work to improve. While in theory there was value to the student and the teacher,
neither was actionable value. The net result ended up being uncertain value for everyone.
The recognition was directly tied to identified individuals who were given reports. The
quality of the data set for what constituted attention/not attention , as well as, how
behaviors were interpreted, was highly suspect. Video was accessible off campus by parents
and the partner company.

Affect

Explicit
5

4

Self Contained Recourse

High Confidence Consistent

Annonymized Personal Effident

Figure 2. Affect Detection In Class Mapping

HS Hallway Recognition

Hallway recognition creates a slightly different profile than either of the above (Figure
3). While it too takes place in a school, it has a very different profile. While the explicit
permission to be part of a hallway recognition might on the surface appear similar, it varies
from the access example because the cameras are often mounted up and away visually from
the students, almost hidden. There is little recourse relative to the hallway detection result —
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moments are collected, but not necessarily immediately acted upon. Counts of activity can be
made, without the video being retained. The I'T person and/or security person have the
dominant voice in interpretation. While administrators and teachers felt the system was
consistent with the schools goals (safety, attendance, & learning), many students understood
the safety and attendance aspect but felt the school should primarily be concerned with
campus access and what happens in the classroom. The students did not see any personal
value to the system. Overall the community value was insuring no misbehavior on campus
creating a safer social and physical environment. There was no anonymization of the data —
data was tied to an individual or individuals. It was recognized by all participants that both
the recognition of the individual and of the activity were subject to a lot of interpretation by
IT and security personnel. The hall recognition system was contained to the school
environment with security access given only to particular people with particular roles in that
school.

Hall Cameras

Explicit
5
4
Self Contained 3 Recourse
2
1
0
High Confidence Consistent
Annonymized Personal Effident

Figure 3. Hall Cameras in Recognition Mapping

While the diagrams provide a “systems approach” to think through recognition technology
uses for those we have discussed and others that might emerge they are ultimately
incomplete models. Specifically, these models do not address the important differences
between A.L (instructions, intentions, revealed preferences, ideal preferences, interests and
values) on an individual or a collective basis. A challenge remains for researchers to identify
fair principles for alignment on recognition technologies that receive reflective endorsement
despite widespread variation in people’s and communities moral beliefs.
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DISCUSSION

All of the assemblage involving recognition software described here can be cast as
providing for well-being, broadly construed (or at least that the intention by those who use
them). The form and content of well-being differs from instantiation to instantiation, in
some cases they seek to provide security, in others, health, in others a sense of comfort. In
many cases, these forms are swirled together. They strive towards a holistic environment or
milieu, characterized by values and desires that are projected into and through these systems.
Surveillance is offered as the tool, the means to achieve that well-being. This is not, in fact,
such an odd perspective. Regimes of observation, inspection, and supervision have long
been part of how we, as individuals and societies, work towards well-being, whether through
a disciplinary gaze or an ethics of self-care (Foucault 1995). What differentiates these regimes
is the assemblage that enacts them and with which that we interact. Contemporary
assemblages, such as the recognition systems we’ve discussed, display (if not possess)
agencies of their own, capacities to act and exert power in dynamic ways that are new and
unfamiliar. This requires that we do more than extend the existing theories of observation
and control onto these assemblages. This requires that we work to articulate new theories
that engage the agentic capacities of these assemblages.

These agentic capacities are apparent in the tailored character of these assemblages; the
well-being generated is not generic. The aim of these assemblages is a well-being that is
personalized in ways that people find meaningful. The subjectivities of the consumer are
different from those of the citizen, which are different again from those of the student.
These subjectivities are also always intersectional—the Chinese mother and the parochial
school principal are complex inter-weavings of the social. Personalization then is more than
a surface acknowledgment of the differences between one individual and another in order to
deliver recommendations that cater to demographic differences. The rhetoric of
personalization in an age of A.L is about new sources of everyday benefit and fulfillment,
enabled by new types of partnerships that bring new types of distance and intimacies into
our relationships with other humans and with technologies; partnerships that help us to
produce the worlds we want to inhabit. Of course, we can and should question this rhetoric,
but the point remains, personalization in the age of A.L is not the transactional
customization of Web 2.0.

While the research represented here is limited, the socio-material change in the
definition of “the field” brought about by recognition systems strongly suggests the need for
new or modified approaches for doing innovation work. We see at least three aspects of our
work that could be (re)considered: 1) assemblages, not individuals or user experience; 2)
where we get our models for A.L. networked systems; and 3) the necessity of a humanities
approach.

Assemblages, Not Individuals or Groups

As a community of practice, we should consider a shift in our lens from the individual
experience to the collective, technical, institutional, and regulatory systems that surround
peoples who exist in networks of assemblages. Studying “users” as we have traditionally
conceived of them will be of limited help in understanding the transformations that A.l. and

2019 EPIC Proceedings 55



recognition will enable or force in society. Our familiar ways of thinking and working are
likely to limit themselves to the failures of a particular instantiation of a particular system in
existing socio-technical contexts as we know them. But this will not be helpful for
understanding the contexts that are emergent from A.IL assemblages.

It would be a failure to think about the principal or parents or students or teachers or
security staff or I'T personnel as being the only generative actors here. The technology,
government, markets and institutions create affordances that enable particular kinds of
agency, which in turn interact with those technologies. Ethnographic traditions like those
that emerged following Geertz in anthropology or The Chicago School, like Howard Becker,
in sociology, wanted to account for the larger frameworks that guided action and
understanding (cultural in the first, social in the later). Following in those traditions, we see,
for example, the user plus the direct user experience plus the use of one or more A.L
programs plus the policies of the Chinese government plus market forces (implicating
companies like Hikvision, Intel, Alibaba, Baidu, etc.), as well as incentives around efficiency (
what we think machines could do) — all as part of what we’ve referred to as the A.I. and
recognition “assemblage.” In this context for research, the individual user, or for that
matter, even the notion of a group, should be re-case as an assemblage, which encompasses
all of those who use or would be affected by the use of the system, imbricated with multiple
cultures, practices, institutions and markets. We do this not by forcing us to see how this
stuff affects individuals, but how this stuff zs the assemblage.

In the end, the importance is not that the A.1 has its own agency, nor that users make A.L, but that
AL is making new kinds of people, individuals and society (among other things).

Some might suggest that existing methodologies, like Actor Network Theory, offer this
opportunity. While such methodologies are a potential starting point, what’s really needed
are methodologies that enable us to be more anticipatory of how value might be created, and
less analytical of how valuation has already occurred. For instance, as we partner with these
systems, we need to develop an appreciation for new modes and experiences of agency.
Agency has never been reducible to the capacity for human action alone—as if people were
ever able or willing to act independently of the worlds they make and inhabit. Capacities for
action and exerting power are an outcome of an intermingling between people, other
humans and a multitude of other things. Agency is a quality and effect of networks. Here,
Actor Network Theory is a useful starting point. ANT posits that what we consider to be the
social world is a constantly shifting series of relationships of humans and non-humans of
varying scales that function together (Latour 2005). What is distinctive about this method is
that it does not privilege humans within the network. Agency is not a quality of any
individual actant but rather of the configuration of the network. As that configuration is
dynamic, so too are the agencies within that network.

Another important aspect of agency within ANT, which distinguishes it from many
other perspectives, is that agency does not require intentionality. So, for instance, in
discussing the issues of restocking a bay with scallops, it is fair to describe the ways in which
the scallops themselves are actants and refuse to participate in this process (Callon 1984).
Such a flattening of subjectivities and ontologies is disturbing to some social theorists, but
precisely the point of ANT: to de-center the human and consider an expanded perspective
on how the world is made and then made to work. Proponents of ANT are quick to point
out that ANT is less a theory of the social and more a method for tracing the associations
and processes by which what we call the social comes into formation and actions. Given its
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attention too, indeed its embrace of, heterogenous collectives of humans and non-humans,
ANT has proven to be particularly useful for the description of contemporary conditions in
which objects and systems regularly are taken to be acting in and on the world.

But ANT alone is not enough. In fact, ANT may not be the most useful starting
point in a world populated by A.I. algorithms and socio-technical networks. ANT is an
analytic tool that allows us to describe the world, after it has been made. It is less useful for
understanding the world as i# is being made, and perhaps totally unhelpful as a framework for
making the world as we might want it to become. What is needed are practices and theories
that enable us to better imagine how the world might be made—concepts of networks and
agency that help us to explore the distance and intimacies that we have to deal with today;
concepts of networks and agency that are imaginative, exploratory, and speculative but also
grounded in fundamental humanistic principles based in the possibility of relationships.

Contexts as Models Of and For — Beyond the Literal

While we considered many different A.I./recognition systems as they were being
deployed, we were reminded of a key direction for innovating new communication and
information systems, that is by researching those that have been around for hundreds of
years. This is a radical departure from traditional research for what has become classical UX
and innovation work that looks first at the immediate and literal context of use as a site for
product/setvice intervention, followed by work on ever more specific requirements for said
product or service. If you are creating a product for baby food or travel mugs or working on
how to make a better Xerox machine, this may have been adequate. But communication and
information assemblages may or may not be modeled in the intended context and the
variables that need to be contextually informed have more to do with data flows than actual
sites of use. An alternative in the innovation process could be researching cultural contexts
and systems that can illustrate the data flows and exemplify the goals of the system to be
designed. In short, some research needs to take place outside of literal context in order to
find its actual context.

So, if you want to create an A.lL recognition system that might get used in a stadium or
an autonomous vehicle, looking at the actual context of use may not necessarily be the best
place to ground the research. Instead, exploring a site that has characteristics of a robust and
intelligent network might generate new ways of thinking. For example, researching the
medina networks in Morocco may provide new ways of thinking about the kinds of
resources that computational networks will have to make available. In these markets, we can
see how tourist networks learn to interact with existing networks of vendors and local
guides. These kind of research sites might provide a better model for a smart network or
pulling together an assemblage, than looking at the actual classroom, where that same
technology in question is meant to be deployed. Human systems are incredibly innovative
and time-tested and are often ignored as “systems” and reduced to literal contexts, actual
contexts of use. To paraphrase Geertz, we shouldn’t be limited to creating models gf some
particular context of innovation but also models for innovative systems. Separating the
models for design from contexts for implementation invites new perspectives and
frameworks for innovating complex assemblages of solutions.

The shift from individuals to assemblages, the changing character of what we once
referred to as context also suggests that, as a community, we need to broaden the theories
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and methods we engage in, while also parting ways with techniques that no longer serve us.
While there is an ongoing need for researching human cultural contexts of use, there is a
limit to what we can understand by observing the use of these systems by people, in part
because so much of the system itself is not encountered by humans in use. To better
contribute to a vibrant imagination of how the world might be made, we need to
complement our practices of observation with practices of interpretation. Thus, another
implication is the need to draw theories and methods from the humanities to better
understand these systems. What do the humanities offer? Certainly, more than empathy.
What the humanities offer are ways to interpret the things that humans make—*“readings” of
many kinds, close readings, distant readings, reparative readings, deconstructive readings,
and so on. These readings are also designs in the sense that they are acts that organize ways
of life, ways of living in the world. They provide a critical lens into the systems that claim to
produce meaning and even knowledge. Importantly, these acts of reading are fundamentally
different than observing what humans do. We tend to think of the humanities as providing
skills for the interpretation not just of poems, literature, paintings and such, but of video
games, logistics systems, algorithms and new categories of texts that provide the means to be
human in a more-than-human world. To develop a fuller appreciation for what these
systems are, and might be, we need to continue to develop practices of ethnography in an
expanded field, which recognizes the need for, and the limitations of, human-centered in a
wortld comprised of artificial intelligence, and looks to bring practices of interpretation to the
fore.

In addition, recognizing the limitation of how we study these systems and their contexts
of use, we should also acknowledge limitations on how we communicate our research. The
techniques and tools of representation we have used in the past seem worn and shredded as
we take on these dynamic assemblages. Many of these techniques and tools were developed
in the context of human factors, in the context of designing interfaces for systems in which
there were material affordances or the ability to create facsimiles of material affordances.
What is more, most of these techniques and tools place emphasis on the individual and their
interactions with a system that is bounded. But as we’ve discussed, that is simply no longer
the case. It is not enough to tell the story of a system from the perspective of a single
person, or a single product, and it may not even be enough to tell the story of a system from
a human perspective alone. Personas are likely inadequate to capture a recognition program.
A use case fails at articulating the value, dynamics, and complexity of education in the
classroom. How do we tell stories that are polyvocal, wherein some of those voices are not-
human? How do we represent dynamic configurations of agency?

CONCLUSIONS

We have presented glimpses into a subset of processes in which social realities are
becoming realized in and around recognition assemblages. These glimpses start to show how
it is that verbs of doing become nouns of being (to watch, am watched). Itis a start on a
longer pathway of discovery on how our lived worlds are pragmatically produced, socially
construed, and naturalized. In many ways, A.L, beyond ML, is still so abstract, diffuse, and
unknown. In this paper, we have tried to shift the conversation from the potentially
soteriological or cataclysmic possibilities of A.lL, to what is firm, clear, steady, and tangible;
moving beyond just something that is more “what might it be” than “what it is.” Rather than
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considering A.IL hypothetically in all of tomorrows futures, our interest has been to examine
A.L as it is instantiated, experienced in practice and culture today. Only by capturing
moments now, are we able to understand how A.L. among us is creating new kinds of
individuals, institutions and society.

In the end, there are many questions about what exactly are the problems in
contemporary A.L systems for social sciences and how to investigate them ethnographically.
It is not as if the social sciences are just coming to A.l. —there are decades of work to build
from on social-material systems. And yet, out contemporary A.L systems seem to be distinct
in the ways humans are instrumentalized for the sake of nonhumans. The human action is
material for the nonhuman algorithm. The kinds of assemblages that A.l is bringing
together challenge us to consider what our practice is and how ethnography matters in it.
Are projects studying the engineer working on algorithms in a cube or software teams in a
lab going to be enough? Anthropology started as a study of “man” <sic> the animal, in an
evolutionary and comparative framework. Today, we are shifting over to an understanding
of people in a cybernetic framework; an understanding of people as machines with nerves.
New instantiations of A.IL challenge us to consider what it means to be human, or
nonhuman. It pushes in a direction complimentary to “multi-species” ethnography (Kohn
2013) or anthropology beyond the human (Besky and Blanchette 2019). These new A.L
instantiations also suggest new ways to frame and do our work. Considering possibilities of
following data flows, like Mintz (1985) did with sugar, or considering assemblage
subjectivities, instead of just individual ones. To understand the implications of these
assemblages to the human, we have to better understand the nonhumans. The
anthropological project around post-human This requires experimentation new ethnographic
techniques (Seaver 2017).

With this massive and yet occasionally quiet shift slowly but surely taking place, we have
the opportunity to reflect on our roles as corporate social scientists, humanities thinkers,
ethnographers, design researchers. We have choices to make about the degree to which we
will continue to work to improve the technologies, services and assemblages that continue to
expand the role of A.L in our daily lives, or if we will work to slow down the rate of
adoption, in some cases, going so far as to argue against it. Neither these technologies nor
our study of them is neutral. While we should remember that we’ve been here before—with
the invention of electricity, automobiles and even television—we recognize that A.IL systems
and assemblages are different, more invasive, and place into check values and principles that
humans have claimed for themselves. It’s another crossroads for our applied disciplines and
our shared interest in ethnographic work. Perhaps instead of posing the options as
binaries—as choices we each need to make to advance one option at the cost of the other—
we can work to improve and to slow down and in doing so to recognize that these two paths
more than likely coincide at every step.
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1. We will draw upon research primarily from China with some comparative or contrastive sites in the
USA. Pseudonyms are used throughout this paper. The research in China was conducted in 2018. We
spent two weeks surveying recognition programs in public use in Beijing, Shanghai and Hangzhou.
Primarily these were one on one around particular recognition programs, e.g., access to banking,
access to work, smiling to pay, etc. While trying to understand how the systems were used (and others
they used), we also explored the broader context of their lives. We returned 6 months later and spent
10 days to do deeper dives around recognition systems in educational institutions. We primarily
focused on 3 high schools: 2 public and 1 private. The schools discussed in this paper are both public
schools. One school was one of the poorer ones in the district, while the other was situated in a
university community. All the recognition systems discussed were not yet commercial systems. At the
schools, we interviewed a variety of stakeholders: teachers, administrators, staff, students and parents.
Independent from the interviews at schools, we talked to representatives of some of the companies
that provided the systems to the schools. The school administration asked that their schools names
not be used in any report. Likewise, all the participants in the research have been anonymized. None
of the systems created for the schools in China were products or services at the time we did our
research — they were experiments. High School Z uses a team of parents, teachers, staff and
administration to brain storm uses for new applications that they want to bring onto campus. The
administrator and IT lead try to find (large or small) companies interested in creating the system for
the school, creating public and private partnerships. The public schools in China, in general, when we
were in doing the research, had no guidance for systems to build, buy or deploy — everything was an
experiment. The research in the USA was primarily site visits. We visited the sheriff’s department in
May of 2018 and the St Nicholas school in March of 2019. The facial recognition software used by St
Nicholas is a commercial product. The former was done as a part of the exploration of landscape of
uses of facial recognition. The later was conducted as a point of comparison to what we had seen in
China.

2. When we were in China, the stories about facial recognition systems being used on the Uyghurs had
not become content of mainstream media in the USA or China. The stories of facial recognition that
were circulating were about people being ticketed for minor offenses (e.g., jay walking), dispensing
toilet paper, and criminals being identified and/or caught on the street (or at events), authenticating
appropriate car service drivers and so on. The camera surveillance system was primarily explained in
terms of safety and civic etiquette, reinforcing the way people were to behave, protecting against those
who violate etiquette and laws. No one we talked to wanted to see less recognition systems in place,
most had ideas of where they wanted to see more, e.g., “ticket dog poopers who aren’t scoopers”
“find my child” “reward appropriate behavior in Starbucks (throwing trash away).”

3. As mentioned, the recognition systems in schools should be considered experiments. The affect
system was an experiment to create a better classroom experience for learning. For those in the USA,
the in-school experience is a little different, particularly when looking at something like affect
detection. The value of the student is judged more on how he/she/they perform on the national
exams then on grades in school. Every class I saw, someone slept during class. The reason given was
they had been studying non-class material for the national exam until late in the night and were tired.
All students and parents talked about the use of materials from outside of the school work to help
them with the national exam. The import of the exam vs the school plays out in the various systems
in that the evaluation of the system about the student (attentive or not) does not really impact the
student as much as such a system might in the USA. Of course, everyone wants to score well on
everything, however, whereas a grade in a course might greatly affect a student’s future in the USA,
the national exam would affect a student’s future in China. HS X, in part, was using the affect system
to try to create a more dynamic learning environment for everyone, in the hopes of improve the
overall performance on national exams from their students.
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Human-Autonomy Teaming and the Future of Work amid Highly
Automated Systems
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This paper explores how the design of everyday interactions with artificial intelligence in work systems relates
to broader issues of interest to social scientists and ethicists: namely buman well-being and social inequality.
The paper uses excperience designing human interactions with highly antomated systems as a lens for looking
at the social implications of work design, and argues that what human and antomation each do is less
important than how human and antomation are structured to interact. The Human-Autonomy Teaming
(HAT) paradigm, explored in the paper, has been a promising alternative way to think about human
interactions with antomation in our laboratory’s research and development work. We argue that the notion of
teaming is particularly nseful in that it encourages designers to consider human well-being as central to the
operational success of the overall human-machine system that is being designed.

To think in interaction with a computer in the same way that you think with a
colleague whose competence supplements your own will require much tighter
coupling between man [sic] and machine ... than is possible today.

- J. C. R. Licklider, “Man-Computer Symbiosis” (1960)

INVENTING AND CALIBRATING A HUMAN-AUTONOMY TEAM

An operator sits in front of a giant, curved monitor on an otherwise Spartan white desk.
With mouse and keyboard, she interacts remotely with an autonomous vehicle (AV) out on
the roadway that needs, and has ‘called for,” her help. The AV ‘wants’ to go around an
obstacle—a double-parked delivery vehicle—that impedes its progress, but it is not sure if it
should. The young woman clicks a series of buttons and, in response to her input, the car
cautiously edges out, crosses the double yellow line, and drives around the obstruction to
continue on its journey. This action may not seem like much, but our operator has just
engaged in a delicate ballet of Human-Autonomy Teaming (“HAT” for short).

This paper explores how the design of these everyday interactions with artificial
intelligence in advanced work systems might relate to broader issues of interest to social
scientists and ethicists working in technology, such as human well-being and social
inequality. It draws ethnographically on our experiences working intensively with engineers
in an AV Innovation Lab to design how agency in collective problem solving will be
distributed across human and non-human agents in SAM, our Seamless Autonomous
Mobility system. SAM supports the remote management of fleets of AVs in times of trouble;
one of its chief value-adds is the ability to bring human intelligence into an otherwise-
automated technical loop in crucial moments. Yet exactly how, when, and why the
intelligence of this “Mobility Manager” should be engaged via SAM has been the subject of
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intense speculation, experimentation and debate among the multi-disciplinary researchers in
our lab. We refer to this contested process as calibrating agency.

Our essay is situated amid this contest over the proper calibration of the Mobility
Manager’s agency in the SAM system, and in response to a growing body of scholarship at
EPIC and elsewhere on automation, human work, and the ‘end of the job’ as we know it
(e.g. Cefkin et al 2014; Yapchaian 2018). Our contribution is to offer new insights on the
topic of meaningful work in relation to current debates about automation.

Our first overarching theme is that we should not associate automation only with
humans being tossed “out” of the technical loop at work (Bradshaw et al 2013; Gray & Suri
2019). As serious as the issue of worker displacement is, in our work we have experienced
the other side of the coin: that purportedly automated technologies like AVs do in fact need
human workers and their human agencies “on the team” and “in the loop” during real-time
operations in order to function. The growing need to invent jobs for technologies formerly
thought to be “automated” presents a practical and intellectual opportunity for
ethnographers and others working in technology to attempt to influence the automation
process towards more humane outcomes. To succeed at this task we will need hybrids: of
human and machine, of research and design, and of academic and applied sensibilities
(Blomberg 2005).

At work in our lab, as we detail in the body of the paper, the question of what the
Mobility Manager ought to do to help in AV problem-solving has often been figured in
terms of “role” rather than automation paradigm—that is in terms of what rather than how.
Should the operator be deployed as a “social-knower”; a “technical band-aid”; an “Al
machine trainer’; a “legal actor”? The paper uses the example of the Obstructions use case
for SAM (which appeared in our opening vignette) and these four different roles as a way to
unpack what Teaming means in terms of ‘how’ the operator is imbricated in highly
automated systems, and the challenges that different paradigms raise for worker well-being.

To that end, the second overarching theme of the paper is exploring Human-Autonomy
Teaming as an emerging automation paradigm, and a framework for designing the SAM
operator work role toward more ethical outcomes. HAT is a human-machine interaction
paradigm focused on creating reliable and efficient interfaces for managing human-
autonomy interactions in safety-critical decision-making systems. Yet we describe how the
optimistic ethos of Teaming—‘bring the best out of each teammate, human and machine
alikel’—leaves practical space to research and advocate for operator workflows that consider
issues like worker alienation, culpability for system error, and the growing rift between
‘haves’ and ‘have-nots’ in high-technology economies. Dealing with these problems, we will
suggest, means not simply giving the worker “more” agency with respect to the machine, but
instead attending to the intricate details of implementing collaboration.

HISTORIES OF AGENCY IN THE DESIGN OF LABOR

While the business rhetoric around Al, machine learning, and predictive analytics argues
that human beings can be e/iminated from a wider and wider range of tasks—and profits and
user outcomes thereby improved—, we know from a long history of automation studies that
the reality is never this simple. Human roles and agencies are displaced, shifted in time and
space, but not simply eliminated or made obsolete (Mindell 2015).

66 Calibrating Agency — Cesafsky et al.



Labor automation is at least as old as the wind and water mills of the Middle Ages.
Something close to the modern rhetoric of high automation can be found already in Oliver
Evans’s “fully automated” grist mills of the 1780s: romanticized descriptions of this
mechanized production line for grain consistently downplayed the roles of human tenders in
management, maintenance, and implementation (White 1962; Smith 2016). Taylorism and
the assembly line are the better-known successors to the Evans Mill, and made more explicit
the roles of the human being within the automated system: to be part of the machine
oneself, performing a rote labor process in a precisely choreographed way; or to be a
machine engineer, ensuring the automation does its job and carrying out via machine
technology strategic decision-making tasks (Taylor 1911; Diebold 1959; Aitken 1960).

Cynically, then, automation has two different valences, from two different subject
positions. For some, what it means to have agency in an increasingly automated world is to
be a human body that is itself a tool of technology: instead of technologies being
‘mediator(s] between man and the world’, humans become mediators between technology
and the world (Simondon 2011). Such is the world of the machine tender. For others, agency
is increasingly expressed by wielding machines: designing them, ordering them about, and
using them (along with their associated human tools) to free up more time and energy for
creative work (Noble 1984). Such is the world of the engineer or manager. This dance of
“managerial” and “shop-floor” agencies, mixed in with the agencies of machines, continues
everywhere from Shenzhen to the surface of Mars. We see it show up again, as we explore in
the body of the paper, in contemporary automation paradigms like microwork and
supervisory control that are proposed for real-time oversight of ‘autonomous’ systems.

HAT inserts itself into this “master-slave” dualism, where one is either ruled by or rules
the machine, with the dreamy-eyed proposition that the most effective way to enmesh
humans and Al is to make them equals of sorts—to “team” them. HAT is therefore the
spiritual successor to J. C. R. Licklider’s 1960 vision of human-machine symbiosis (Licklider
1960). HAT emerged from human-machine interaction literature, and especially from
research in the aviation domain, as a field of technical specialty. It makes the argument that,
especially given the complex domains in which automated technologies aspire to operate
today, outcomes are less effective when human operators have either too much or too little
agency, or when automation relationships are rigid, as with Taylor’s assembly lines (Brandt et
al 2017; Endsley 2017). Teaming tries to retains the benefits of automation—mainly,
efficiency—while minimizing two of its chief costs and hazards—especially brittleness (the
inability to adapt to new situations and contexts) and alienation of the operator (Shively et al
2017). The promise is that, on a team, neither humans nor technology become the tool:
rather, they work together creatively to solve increasingly complex problems.

Behind this optimistic thetoric lie sober research problems that AI and HMI researchers
are just beginning to tackle. There are very many practical and technical questions of team-
building, and a growing research agenda on the philosophical and pragmatic implications of
machines as teammates—both from the robot and the human ends (Schaefer et al 2017).
After all, effective teamwork is an intricate engineering challenge that requires generating
“actual coordination of complex activities such as communication, joint action, and human-
aware execution to successfully complete a task, with potentially shifting goals, in varying
environmental conditions mired in uncertainty” (Seeber et al 2019, 3). Because with HAT
neither roles nor tasks are defined in advance, and because finding the optimal form of
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‘teamwork’ is an experimental problem unique to each system, HAT affords—and
requires—a more inventive calzbration of agency than other automation paradigms.

The definition of agency is a central, contested concept in philosophy. In deploying the
term we risk entering relentlessly muddy waters, and do not seek to resolve the contest.
Rather, we endeavor to define only what »e mean practically when we speak of agency in
work design and in relation to the machine. We forward a minimalist definition of agency,
drawn from Actor-Network Theory and science studies: agency as the simple capacity
shared by humans and non-humans alike—to alter the course of events in some situation.
Agency can be recognized by asking the following of an entity: “[d]oes it make a difference
in the course of some other agent’s action or not? Is there some trial that allows someone to
detect this difference?” (Latour 2005, 71). We might also glean this in the reverse: if the
human is inserted into the loop of automation only to supervise or “rubber stamp”
automated processes that would have unfolded exactly the same way in their absence, then
we can conclude that they are not exercising agency. This definition of agency thus does not
say anything specific about the concerns of the classic philosophers of agency—the more
humanistic visions that worry about the place of human will, intentionality, reason, and self-
realization (Kockelman 2013). Yet we do reunite with that tradition in a more obtuse way, in
the sense that we are interested in how automation paradigms like HAT might produce more
engaging and reasonably remunerated jobs that might allow a worker to lead a dignified life
and, to the extent possible, influence the direction and possibilities in her life.

OUR WORK AT THE INNOVATION LAB

The automobile industry is by outward appearances a paradigmatic case of the
automation of human labor out of an existing system. Indeed, in the earlier days of the AV
industry, many of the bigger players operated under the assumption that the software would
entirely replace human oversight (Markoff 2014). However, as technological setbacks have
sobered the industry, this attitude has shifted, and exploring human-in-the-loop technology
has become de rignenr (Harris 2018; Davies 2018). History shows us that this should be no
surprise: technologies that are autonomous inside the lab regularly involve humans-in-the-
loop by the time they leave it. Examples from spaceflight have shown the continued need to
involve human judgment and flexibility, whether in person (Mindell 2011) or at a distance
(Clancey 2014).

As researchers at a major manufacturer’s AV Innovation Lab, our everyday work is
mostly about how to keep various humans “in the loop”: aware of, in-step with, and in
seamless and positive interaction with the purportedly “autonomous” vehicle systems we are
creating. Especially driven by the director of Nissan Research in Silicon Valley at the time,
and the principal scientists for Autonomous Vehicle development—both of whom had
come from NASA—our AV lab was perhaps unique in that there was an early and strong
belief that autonomous systems would always need humans in the loop somewhere. Or, at
the very least, they would be needed for quite some time to accelerate the process of getting
AV on the road. The Seamless Autonomous Mobility (SAM) human-in-the-loop vehicle
management system has been one of the main research efforts at the Lab from its opening in
Silicon Valley in 2013, and it was constructed around that same intuition.

Yet this conviction that a human-in-the-loop is necessary was, and still is, an article of
faith first. What exactly humans are needed in the loop to do remains an object of
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considerable debate. There is a gestalt sense that we need humans to make automation work,
but debate and shifting positions over the projected capabilities of machines—and therefore
controversy over the required roles for humans in automated systems—is abundant. This is
in part because of uncertainty about what Al will and will not be capable of in the future: it
is a ‘teammate’ whose future skills we can only guess.

As social scientists designing for the roles of these humans within the vehicle system, we
have been in the thick of things as active participants in the znzeressement and enrolment of
actors into these sociotechnical visions (Callon 1984). We have been working closely with
multi-disciplinary teams of engineers and designers for several years to create a work role for
the Mobility Manager within the SAM system. This work has involved studying analog fleet
management roles in aviation and public transportation. It also involved studying real-world
use cases for SAM where the insertion of human agency into an automated loop is likely to
be vital, now and in the future. This year we have moved from research to the design phase,
taking a leadership role in the creation of experimental systems for effective collaboration
between humans and autonomy. We are currently collaborating on building a prototype of a
front-end teaming interface and back-end teaming manager for SAM.

Our work on this experimental prototype has been influenced and aided by a
collaboration we established with a team of Human Systems Integration researchers at
NASA’s Ames Research Center who study the future role of automation in national airspace
management. They have been working on validating a HAT paradigm that seeks to find a
‘sweet spot’ between too much human labor and too much brittle and alienating automation.

Their approach to interface and system design emphasizes a few key principles which we
will explore further in the next section: 1) careful provision of information to support full
situational awareness for the operator 2) transparency to allow the operator to understand of
what automation is doing and how they can affect its actions; 3) bi-directional
communication to allow human and Al to work collaboratively to generate and evaluate
options and make decisions; 4) variable levels of automation (LOAs) that put neither human
nor automation exclusively in charge of most tasks; and 5) a “playbook” concept that brings
it all together, wherein collaborative action is enacted quickly by predefined scenarios at
variable LOAs with set goals, roles, and responsibilities, and that the human and the
autonomy settle-on collaboratively in response to different real-world scenarios they face
(Brandt et al. 2017).

By experimenting with these principles in our work, we aim to make Mobility
Management not only efficient and safe, but also ethical and engaging, as we incorporate
new capabilities our engineers are developing for our Al ‘teammates’, such as robot
introspection and self-explanation. As practitioners in industry we must remain focused on
efficiency and functional fleet management foremost. Yet teaming’s feel-good ethos of
‘bringing out the best in everyone,” and its promise of flexibility in designing interactional
relationships, leaves room to stretch out into implications for ethical and political domains—
especially since design prescriptions such as “transparency,” as we will see, operate deeply on
both the functional and ethical levels. This has left us room to more quietly address issues
brought up in the work of anthropologists of technological labor (Gray and Suri 2019; Elish
2019), especially the ethical consequences of calibrating agency.
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DISCUSSION: HUMAN-AUTONOMY TEAMING IN ACTION

The HAT prototype we are currently designing began with the management of human
involvement in just one type of on-road use case: the ‘obstructions’ case described briefly in
the introduction. Obstructions are an early and paradigmatic case for the use of a human-in-
the-loop in AV systems, and elaborating them here provides a good example of the contest
over human role and function and the kind of ‘cut’ that HAT takes at the question. It
exposes connections between how “micro-interactions” between Al and operators are
implemented, and ethical and “macro-" consequences for three domains: worker alienation;
growing economic inequality; and worker culpability for accidents.

Obstructions cases are usually easy situations for human drivers to handle, so easy we do
them without conscious thought. You see a delivery truck parked in your driving lane with
its flashers on, and quickly you do a number of things: determine if it is legitimate to try to
overtake it; determine if it is safe to overtake it, even though you have to cross momentarily
into the other traffic lane; and initiate a way to overtake it.

But obstructions are actually quite difficult for autonomous systems to handle on their
own today, for reasons that are being actively researched and debated. Each of these reasons
might be understood as a potential opportunity for teamwork and a “role” for the Mobility
Manager: as “social-knower;” “technical band-aid;” Al “machine trainer;” and “legal actor”
as described below. These positions are not mutually exclusive. And each of these positions
has had, at different moments, different supporters among key technologists and decision
makers in the lab, who grapple over which parts and capabilities of the human operator to
make use of in order to divergent technological and business goals.

We as UX researchers, at least ideally, represent the interests of the human— rather than
technological, business or other kinds of interests—in the design process. Looking at this
internal debate among stakeholders about the human’s role in the system, it becomes
pertinent to ask: “What is in the interest of the human being with respect to these types of
potential roles within complex, multi-agent systems?”

Contending Work Roles

Human as “Technical Band-Aid”

“IThe] vebicle can tell the traffic state, and even recognige some hand gestures, but human
Judgment is required for the appropriate conrse ... The request is routed to the mobility manager,
who decides on the correct action, and creates a safe path around the obstruction” (Nissan 2017a)

The earliest technical capacity given to the human in SAM was feleaperation: the ability to
direct an AV along a human-drawn path forward, not by remotely driving (or “joysticking”)
the car, but by sending it instructions (speed and directionality).! This capacity was useful for
situations where the AV’s ability to plan its own path was comprised, and was built upon
NASA technology used to direct robots around the surface of Mars. Thus the first concept
of a role for the human-in-the-loop made her into a technical band-aid, an agent that would
make up for technical deficiencies with respect to Aow to go around an Obstruction.
Teleoperations takes some risk out of the job of mobility management, as the AV always
decides for itself when to go or stop and keeps its basic sensors and crash-avoidance
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functions engaged. But this role does imply a human making up for technological lacks such
as visibilities and insufficient maps, in an effort to streamline the development process and
make possible early introduction of AVs.

Human as “Social Knower”

“How are you gonna know if you can go around? What's this giny waving trying to tell you to do?
We will need a buman to understand the situation and mafke that call.”
— An employee in the laboratory, talking about SAM

Studying on-road Obstructions use cases, however, it was soon realized that the
question of 7fan AV should go around an obstacle might be the bigger problem than
figuring out how to go around one—especially as the technology improves and the need for
technical band-aids decreases. Indeed, in more recent implementations of the Obstructions
use case, the autonomy proposes its own path around the obstacle for most situations, and
the human’s role is simply to confirm or deny the social legitimacy of the maneuver.

The social knower vision is all about context. Understanding context in human terms
and engaging fluently in the social domain have been longtime problems for automated
systems. Treating the human mobility manager as a “social knower” is sometimes a
pragmatic response to current difficulties, but it can also represent a broader philosophical
position about the limits of Al, and the indelible place for the human in knowing specifically
“social” or “human” things like the context of the situation (Is this really a passable object?
Is that a cop directing me to go around, or just a person waving?). In this imagination, the
human mobility manager is a contextual interpreter, a common-sense reasoner, and an
indelible aspect of a successful system. Some managers at the lab have championed this role
as the raison d’étre of the Mobility Manager position.

Human as “Machine Trainer”

“The system learns and shares the new information created by the Mobility Manager. Once the
solution is found, it’s sent to the other vebicles. As the system learns from experience, and
antonomous technology improves, vebicles will require less assistance and each mobility manager
will be able to guide a large number of vebicles simultaneonsly.” (Nissan 2017b)

As the SAM system has further evolved, more attention has been given to how the
system will improve over time. We do not want to just solve the case at hand, but get better
at solving other similar cases. In this vision, the mobility manager is an annotator who is
creating the data set that will allow a future Al to succeed where current Al has failed:
labeling misrecognized objects in a scene, or modeling “good driving behavior” so that it can
be copied. This vision is about machine learning. Spurred by advances in supervised machine
learning via neural networks, there is great hope that, with enough labeled data, a clever
architecture can solve any problem. But data Zs the problem. In a space as complex as that of
the roadway—even just for obstacle avoidance scenarios—the number of examples needed
might exceed tens of millions. In this view of the human’s role, there are no philosophical
reservations about unique human capabilities; she is just there to produce the necessary data.
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Over time, her role becomes less and less necessary until perhaps she could be eliminated
entirely by Al trained upon her own labor.

Human as “1Legal Actor”

“What is the system going to do when it has to break rules? Are you going to allow it break
rules? But how are you going to define what rule it can break when and bhow?”
— The Lab’s Chief Technical Director, quoted in an interview (Margeit 2019)

This vision is about responsibility. Anyone who goes through driver training in the
United States—and many people who get ticketed by law enforcement—can recognize the
extent to which the legal rules and social norms of the roadway come into conflict. It is
generally illegal, for example, to cross a double-yellow line in the US. It is also illegal to
double-park one’s vehicle in a travel lane. And the California Vehicle Code makes no
exception to the line-crossing rule in this case. But if AVs cannot break the law sometimes to
overtake illegally stopped vehicles, they will be largely incompatible with existing streets and
human behaviors, something legal experts themselves have been recognizing (Law
Commission 2018). In conflicts between multiple laws, or between laws and norms, this
position on the mobility manager’s role suggests that they will certify these normal, tacitly
legal maneuvers such as permitting a vehicle to cross over a double yellow line to avoid an
obstacle, when it is safe to do so. But, unfortunately, this kind of mobility manager could
also be a scapegoat for the vehicle operator to offload responsibility in the event of an
accident or citation from law enforcement.

The Social Costs of Work Roles

Role is helpful because it identifies where the Al is ‘weak’ and where humans are
‘strong,” and therefore highlights use cases and reasons for including humans as teammates.
Yet we have come to believe via our research on SAM and study of HAT that focusing on
role alone is actually the wrong frame if we want to understand the ethical consequences of
human-automation relationships. When evaluating work roles in light of ethical concerns, in
other words, it may matter less what the Mobility Manager does—that is, their role as social
knower or legal actor—and indeed they will likely occupy multiple of these roles at different
times as they solve problems. Rather, what emerges as of more concern is the sow of that
function—the implementation of the interaction design, which may or may not have a direct
relationship to imagined role.

In other words, what must be considered is the automation paradigm (Endsley 2017): the
high-level model of how the human and automation will interact, how responsibilities will be
allocated between them, and how these allocations will change in the course of operation.
There are, as we will see, multiple ways that a social knower role, for example, might be
implemented, from paradigms that literally take the conscious decision-making out of the
process, to ones that put the human into a (troubled) supervisor position with respect to the
autonomy. Each of these positions could be made part of a human-autonomy team picture,
but each has often been envisioned in the Lab outside of the team frame, instead in ones
that reproduce master-slave dynamics, such as microwork, supervisory control, and
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engineering paradigms. Fach automation paradigm raises technical issues and presents
political and ethical consequences for the worker.

Worker Alienation

In order to illustrate an extreme case of what it might mean to produce the Mobility
Manager within SAM as an alienated laborer, we turn to a series of discussions we were
involved in during early 2019. A novel paradigm was proposed with a novel technology
attached: brain-machine interfaces that can interpret pre-cognitive signals from human
brains. The brain-machine interface—a helmet with sensors for brain activity—was imagined
as a partial solution to the Obstructions use case, in that its wearer could generate quick “go
or no-go” decisions when the time was right for a supervised AV to overtake an obstacle on
the road. Such a scheme puts the human in the social knower role, but as a pre-cognitive
“social reactor” responding based on instinct to live video of the scene.

This is an automation paradigm best described as #icrowork (Lehdonvirta 2016).
Microwork, or micro-tasking, is an increasingly common automation paradigm that forms
the basis of so-called “flexible work platforms” like Amazon’s Mechanical Turk and
Facebook’s Content Moderator work regimes. Microwork is considered the smallest unit of
work in a virtual assembly line, describing tasks for which no efficient algorithm has yes been
devised, and that today require human intelligence to complete reliably (Irani 2015). Tasks
like supervising an autonomous vehicle around an obstacle can be further chopped into
these ‘micro’ subtasks, including image identification, transcription and annotation; content
moderation; data collection and processing; audio and video transcription; and translation.
The very Tayloristic idea here is that the proper way to insert human agency into the loop of
Al is to define precisely the tiny inputs an operator will contribute to process.

Microtasks tend to be repetitive, menial and tedious—the kind of job it is easy to create,
but not necessarily the kind of job that the creators would want for themselves. Microwork-
intensive automation paradigms have the potential to alienate the worker from the
experiences that, research shows, make work satisfying: doing a variety of kinds of tasks,
using higher order processing and troubleshooting skills, managing situations,
communicating with others, helping people, using creativity, learning and growing, and
making independent decisions (Manyika et al. 2017). These are the kinds of things that, taken
together, produce a profession or a craft rather than a menial job, and that give us the
opportunity to connect and use our human capacities.

Like Marx, we are concerned with the degree to which a job allows one to express
fundamental parts of one’s humanity, or whether it suppresses those human aspects for the
goal of efficiency or some other value. Marx wrote of alienation in these terms:

It is true that labour produces marvels for the rich, but it produces privation for the
worker. It produces palaces, but hovels for the worker. It procures beauty, but
deformity for the worker. It replaces labour by machines, but it casts some of the
workers back into barbarous forms of labour and turns others into machines. It
produces intelligence, but it produces idiocy and cretinism for the worker. (Marx
1844)

While Marx was describing the conditions of workers in the 19 Century, such lines
could just as easily describe a ‘brain helmet job’ working amid a 215t century, mostly-

2019 EPIC Proceedings 73



autonomous technology. The political and ethical questions with microwork today are much
the same as with assembly-line work, leading Horton (2011) in Economics Letters, referencing
Marx’s co-author Engels, to inquire into what he cleverly calls the “Condition of the Turking
Class.” The vision here is of workers doing the same tiny task over and over and over again,
the value of the human whittled down to just one tiny capability. “Go, go, no go, go, no
go”’—read off brain signals.

Any of the above roles can ostensibly be turned into a microwork job—all it requires is
the extreme limitation through interface and work design of the scope and variety of the
human’s agential contribution. Teaming, taken seriously, rules out microwork as a desirable
human-machine future, and therefore presents a possible (if only inadvertent) wedge to the
plight of the Turking Class. This is due, in particular, to its organizing concern with the perils
of over-automation and brittleness, and the resulting emphasis on ensuring both situational
awareness and meaningful decision-making on the part of the human actor. Particularly
important for HAT is minimizing “confirmation bias,” or the tendency of humans within
highly automated decision-making systems to agree without really #hinking with the Al’s
reading of situation and its plans (Endsley 2017).

From a HAT point of view, if the problem with machines is that they are brittle—
unable to respond appropriately when the situational context in which they are acting
shifts—then an enduring task for humans on teams is likely to be in helping the machines
react dynamically to #ove/ situations. And this means that rather that inputting the same
datum the same way over and over, part of the human operator’s job description should be
to make holistic situational assessments, at least in some cases, and to have a latitude for
creative response. Doing so requires providing the operator with full situational awareness—
something that microwork and chunking deliberately deny. In the best HAT arrangements, a
remote operator achieves situational awareness of the external environment and of the
automation itself at the highest level: they know what is going on, what that means, and
what may happen next, for both the internals of the system and the real-world outside (ibid).

A second area where HAT might intrinsically help is that, due to its emphasis on
variable levels of automation, it might produce more variety on the job. An operator can
‘call’ plays at the highest level and dynamically adjust Levels of Automation for tasks and
subtasks within a play based on contextual factors. For instance, if the operator is being
ovetloaded by too many issues, they can potentially: allow the automation to take full control
of the least critical cases; check Al’s suggestions for medium-risk cases; and be themselves
totally in charge of handling particulatly tricky or ambiguous situations. This ensures that
while routine matters might be highly automated, humans are invited to use higher-order
skills like critical thinking and creative social communication when the situation warrants.

Worker Inequality

Not coincidentally, the same kinds of skills and capabilities that produce greater worker
satisfaction in their exercise— empathy and social communication, critical thinking, problem
understanding and response—are precisely those being identified as the last vestiges of the
human with respect to automation (Manyika et al. 2017). These higher-order, complex,
integrative and deeply human skills—unlike, say, picture annotating or other micro-tasking
jobs which are designed to be automated as soon as possible—are more likely to be safe from
automation far into the future.
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This observation directly connects our first concern with alienation to our second
concern with economic inequality. The ‘Condition of the Turking Class’ (Horton 2011) is
not simply an experiential problem that describes a particular kind of mindless, repetitive
labor. It is also an economic problem, since these kinds of jobs tend to pay very poorly, and
are literally just about to be automated. A recent International Labor Organization survey of
working conditions covering 3,500 workers living in 75 countries around the world, and
working on five English-speaking microtask platforms, found that on average a worker in
2017 earned US$4.43 per hour when only paid work was considered, and US$3.31 per hour
when total paid and unpaid hours were considered (Berg et al. 2018). Median earnings were
lower, at just US$2.16 per hour when paid and unpaid work were considered.

Conversely, job security from automation is increasingly pegged not just to jobs that are
more cognitively difficult, but also jobs where there is variety and integrated functioning,.
Indeed, since 1980 employment and wage growth has been strongest in jobs that require
high levels of both cognitive skill and social skill—again, the variety that makes jobs
satisfying, expressing more human skill and, in combination, seeing a greater reward in the
marketplace (Deming 2017). The 2019 report of MIT’s Work of the Future Task Force
echoes these findings, suggesting that policymakers focus on job guality rather than job
quantity alone, and arguing that countries should concentrate their investments on delivering
“middle-skill jobs with favorable earnings and employment security to the vast majority of
their workers” (Autor et al. 2019, 17-19).

There is a social cost to making too many jobs that are too elite. In their book the Second
Machine Age, Brynjolfsson and McAfee (2014) argue that that the growth of inequality today
can be directly tied the growth of the tech economy. And just as much as the elimination of
routine jobs via automation, the biggest factor in the growing chasm, they argue, is
overvaluation of the technology makers: the small elite that innovate and create. The
technology-driven economy “favors a small group of successful individuals by amplifying
their talent and luck, and dramatically increasing their rewards,” (Rotman 2014). We see the
results of this in tech-driven economies like Silicon Valley where we work, and where salaries
of the class of technical creators are notoriously high and competition for labor is tight, but
where other laborers struggle to get by.

The focus on achieving balance between too much and too little autonomy in HAT
points us toward the middle: not producing dead-end jobs, but also taking care not to make
every human-in-the-loop job into an engineering position. If not integrated into other, more
lasting tasks in the design of work role, turning the mobility manager exclusively into the role
of machine trainer can lead to the problem of temporary, dead-end labor. Conversely,
making the human into the role of “technical band-aid” has the potential to eck ever closer
to remote engineering. This position implies a relationship to the machine of creation,
design, maintenance, or repair, and requires years of specialized training and experience that
are out of reach for everyday laborers.

Worker Culpability

Finally there is the issue of liability and blame when something (inevitably) goes wrong.
This issue is obviously more serious for safety-critical operations like mobility systems that
transport human bodies at high speeds. Self-driving cars are likely to be one of the first
intelligent and semiautonomous technologies to be widely adopted in safety-critical
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environments. We have yet to see all the ways in which liability will, or will not, be
distributed, but we already know that it will be contentious. Culpability is an obvious
problem in a legal actor role, but could be an issue in any role for something like an
obstructions use case, where operator agency is inserted into decision-making loops that
involve live, on-road AV operations. Here again the HAT focus on situational awareness, as
well as on transparency and bi-directional teaming, might help.

In a recent paper in Data & Society, Elish (2019) describes that intelligent and
autonomous systems in every form have the potential to generate “moral crumple zones.” A
“moral crumple zone” describes how responsibility for an automation error may be
incorrectly displaced onto a human actor within the system who in fact had very little control
over the erroneous behavior:

“Just as the crumple zone in a car is designed to absorb the force of impactin a
crash, the human in a highly complex and automated system may become the
component—accidentally or intentionally—that bears the brunt of the moral and
legal responsibilities when the overall system malfunctions. While the crumple zone
in a car is meant to protect the human driver, the moral crumple zone protects the
integrity of the technological system at the expense of the nearest human
operator.” (Elish 2019, 40)

The concept of the moral crumple zone ties together the structural and functional
features of a system: that is, the complex and unclear distribution of control among multiple
actors across space and time, and the popular media’s human-centered portrayal of
accidents. It explains how human operators come to be primary seats of public
accountability in human-machine systems. Moral crumple zones, according to Elish, are
likely to take shape in the immediate aftermath of a highly publicized event or accident. And
they are also more likely to take place when there are certain disjunctions in the automation
paradigm: when there is a mismatch between the capacity of the human-in-the-loop to know
about the state of a situation, and the human’s authority and capacity to act on that situation.

There are infinite permutations of this disjuncture between acting efficaciously and
achieving situational awareness—that is, knowing comprehensively and correctly what is
happening and what it means for the future of the system (Endsley 1995). They have played
a part in headlining disasters where humans have been dragged through the mud in the
media aftermath, including the classic case of the nuclear meltdown at Three Mile Island, as
well as the more recent 2018 crash involving an Uber AV in Tempe, AZ, in which a
pedestrian was killed. In the latter case, the ‘self-driving’ car was a modified Volvo XC90
SUV equipped with many driver assistance features, but running Uber’s own self-driving
software which had (for unclear reasons) disabled those features (NTSB 2018). Had these
systems not been disabled, it is expected that the Volvo would have engaged the brakes and
stopped before hitting the pedestrian. Yet the report and subsequent media coverage
focused on the safety driver’s behavior, with concerns raised as to whether the she was
looking at her cell phone or streaming media (Somerville & Shepardson 2018). In other
words, despite a complex set of factors precipitating the crash, public scrutiny focused on
the driver, who may now be facing criminal charges (Elish 2019).

Both safety drivers in autonomous test vehicles and managers at nuclear reactors share a
position with respect to automated systems known as “supervisory control.” In this
paradigm, the autonomous capabilities of the system operate effectively on their own most
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of the time, but the system is designed to “hand off” control to the human in the most
difficult situations (Sheridan 1992). This might happen when the system recognizes its own
fallibility in relation to a difficult situation—such as a nuclear reactor alerting control room
operators that something is amiss—or when the human is charged with recognizing an
impending issue and ‘overriding’ the automatic functioning of a system on their own—as is
expected of safety drivers in AV systems.

In both cases operators are expected to be alert and monitoring the system, despite few
technological affordances supporting the maintenance of that level of mental engagement.
The problem with supervisory control, then, relates to one of the “ironies of automation”
(Bainbridge 1983) or what Endsley (2017) has called the “automation paradox”: as more
autonomy is added to a system, and as its reliability and robustness increase, the situational
awareness of human operators becomes lower, and it is less likely that they will be able to
take over manual control when needed. If the operator is superfluous much of the time, just
sitting there watching, this makes it essentially impossible to maintain situational awareness. Yet
as the “supervisor,” the human is in position to be immediately made responsible if they
don’t ‘snap to’ and handle those dangerous edge cases appropriately, or proactively detect
problems in the automation.

Ultimately, protecting the operator from blame in failure situations will require much
more than having the right automation paradigm in place. There must, at minimum, be a
policy that accidents are never the human’s fault outside of a short list of absolutely essential
job requirements, and within the context of specific and known protocols for what the
human responsibility is. But given that our intervention in this paper is at the level of the
automation paradigm, we can add the requirement that the operator be presented with data
consistent with the achievement of situational awareness, and that the work be designed
such that their ‘human factors’ are respected enough to keep them engaged to a degree
commensurate with their moral and legal responsibility.2 In other words, what is most
important is not that the human have “more” agency in situation so they can “take the
wheel” when needed. Rather, what matters in work design for highly automated systems is
that there is congruence between awareness and responsibility, and enough transparency for
the operator to understand what the automation is doing and what she can do to affect it.

HAT: AMORE ETHICAL AUTOMATION PARADIGM?

Taking these three issues—alienation, inequality, and culpability—together, we get a
picture of a position that we would like to design that can be described in terms of a few
organizing values. This is a position characterized by variety of tasks, continuous
engagement in knowledge-gathering and decision-making, and congruence between
awareness and responsibility. Rather than focusing on making the Mobility Manager a social-
knower, legal entity, or machine trainer, the best outcome for the worker might be to have
them engage in all of these different roles at different moments in a work flow, and to play
these roles at different levels of automation szs-d-vzs the machine, and in different ways.
Variety, in particular, would seem to emerge as a clear winning value: it makes the job less
liable to be automated in the future, and thus potentially higher skilled and more humane;
and it might also engage the worker more, keeping her cognizant of her level of
responsibility and perhaps more interested in the task.

2019 EPIC Proceedings 77



Our argument is that there is a potential congruence between HAT principles for
creating operational effectiveness through an intermediate-automation approach—where an
operator is working on a variety of kinds of situations, and at a variety of levels of
automation, while maintaining situational awareness—and worker well-being on the job in a
more wholistic sense. Although it is in its relative infancy as an automation paradigm, HAT
seems to be a more humane and plausible vision than other automation paradigms being
pursued, within and without our organization. By operating under the rubric of Teaming, we
have been able to make technical and safety arguments for certain relations to the machine
that we consider potentially more ethical, and which might result in a job that is engaging, at
a medium skill level, and that could protect the operator from mismatch between what they
know and what they are capable of doing (and from resultant blame for accidents).

Obviously none of this can guarantee a “good job,” nor can it shield the operator from
blame if something goes wrong absent larger institutional and social protections. Further,
HAT is minimally-developed on a technical level, and requires continued research and
testing. But our hope is that in continuing to use this paradigm to experiment with the
calibration of human agency in effective coordination with Al in our SAM system, in a
terrain where the what and how of the human being’s involvement is so up in the air, we can
push for a more progressive worker agenda. We are finding in the “team” an ability to focus
on technical performance while maintaining (sometimes covert) attention to human well-
being.

In our business, the argument must be made that retaining human dignity will make
workers more productive in creating business value, or that efficient management of highly
automated systems is simply impossible without agential, empowered humans in the loop.?
Rather than forwarding purely ethical arguments for the higher-order functioning, diversity
of tasks, and other desirables that we think are consistent with better overall outcomes for
workers, Teaming has provided us with a technical and theoretical basis to argue these are
necessary to system operations. Luckily, through collaborations with the open-minded
engineers, designers and project managers with whom we have the privilege of working on
Mobility Management, this Teaming vision seems to be winning for now over other
contending automation paradigms at our lab.
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NOTES
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this research. We also appreciate the detailed commentary and guidance from our EPIC reviewers,
both named and anonymous, in the shaping of this article.

1. The Seamless Autonomous Mobility system was first publicly demonstrated at the Consumer
Electronics Show in 2017. Videos and press images of the system are available online.

2. Designing for operator engagement—up to and including feeding unnecessary or non-critical tasks
to keep the operator aware—is an important part of Joint Cognitive Systems Design, and is used in
airline contexts to maintain pilot situational awareness (Woods and Hollnagel 2000).

3. For more on this topic, see our previous EPIC paper focused specifically on what benefits beyond
operational capabilities alone that empowered human beings can bring to a system (Stayton and
Cefkin 2018).
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PechaKucha and Papers Session

Negotiating Agency
Curators: Bridget Monahan (Google) & Abbas Jaffer (Facebook)

The throughline that ties this session together are the opportunities and limits of
representing our own and other people’s agency in method and practice. The papers in this
session discuss how people exercise agency by negotiating differential ability and
technological change, either in their professional or personal everyday lives. The PKs share
how negotiation over agency hinges on recognizing and allowing for the expression of actual
human needs. Making space for, taking into account and welcoming all kinds of human
experience in its messy authenticity.

Greg Weinstein discusses a form of “participatory phonography” he developed to help
understand the experience of blind Uber users through sound. Weinstein’s paper shares their
grounding in participatory research and the iterative process they went through to best
represent sonic experience to stakeholders. In Tamara Moellenberg’s paper, we learn about
reckonings with the automation of work in insurance, pharmaceutical, medical and
telecommunications industries. Moellenberg and colleagues at ReD discovered that among
many strategies were professionals changing their customer, their ways of work and
intensifying a focus on the value of the human in a context of increasing automation.

The Pecha Kuchas in this session all bump up against hard boundaries of agency. In
Tabitha Steager’s PK about learning to love data, we see a negotiation between the desire to
motivate change by telling real people’s stories and the reality of policy-making that demands
overwhelming numbers. Ruben Perez Huidobro’s PK explores the restrictions of personal
and professional agency in an environment which mandates conformity. In his research,
Perez Huidobro traces a form whose check boxes and text lines stand in for a person’s
actual movement throughout a prison. And Chelsea Mauldin’s PK muses on the inability of
design & research to solve for the social problems “we” want to address because “our” work
ultimately abstracts and adds complexity to the very problems we are trying to solve for
people.
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Session: Negotiating Agency / PechaKucha

Change Agent
Lessons on Power and Failure from Eight Years of Systems
Research & Policy Design

CHELSEA MAULDIN, Public Policy Iab

Drawing on nearly a decade of research and design engagements with U.S. federal and municipal
governments, I'l] describe a gap between intended ontcomes of government policies and the lived experience of
people affected by those policies. I'll discuss how that gap arises from variances in the decision-making agency
of policymakers and members of the publi.

Next, I'll discuss how human-centered researchers and designers attempt to equalize government/ public
agency thongh interventions in the policy decision-making cycle. Then I'l] suggest criticisms and shortfalls of
current human-centered approaches to improving policy and service-delivery systems, including researchers and
designers’ tendencies to amplify complexity, to extract value from the public, and to accept status quo
inequality.

Finally I'l] propose that, when using research and design as tools for positive policy and systems change
and increased agency for marginalized peoples, we must: seek to design new, adjacent policy systems, rather
than to continue to renovate broken policies; recognize the primacy and requirements of the buman body, as
mechanism through which people engage with and are effected by policy systems; and more conscionsly identify
and address imbalances in agency and power in the systems in which we intercede.

PUBLIC
poucy
LAB

POLICY PUBLIC
DECISION MAKING <+«— DECISION MAKING

EMPOWERED DISEMPOWERED

UTOPIAN PRAGMATIC
RATIONAL COGNITIVELY LOADED
TECHNOLOGICAL BIOLOGICAL

@PUBLICPOLICYLAB @CHELSEAMAULDIN PUBLICPOLICYLAB.ORG

“The Decision-Making Gap,” © Public Policy Lab

Chelsea Mauldin is a social scientist and designer with a focus on government innovation.
She directs the Public Policy Lab, a New York City nonprofit organization that designs
better public policy and services for low-income and at-risk Americans. Find out more on
PPL's website, www.publicpolicylab.otg, or on Twitter at @publicpolicylab. Previously,
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Chelsea consulted to municipal and federal agencies, directed a community-development
organization, and led government partnerships at a public-space advocacy nonprofit. She is a
graduate of the University of California at Berkeley and the London School of Economics.
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Session: Negotiating Agency / PechaKucha

Data Walks into a Bar
A Love Story

TABITHA STEAGER, Workday

As a qualitative researcher, 1 was always a bit afraid — if not disdainful — of quantitative data. This pecha
kucha tells the uneasy love story of how and why 1 fell in love with quantitative data. Transitioning from life
as an ethnographer who avoided quantitative work at any cost, I found myself working as an applied
researcher using a method that relied heavily on large amonnts of quantitative data. I had to learn how to tel]
a story using a data format with which 1 was relatively unfamiliar. I was also donbtful about gnantitative
data and that it was often privileged over qualitative work and angry at the power it sometimes beld over
people’s lives. However, as 1 began to get closer to it, I realized that I was ascribing quantitative data an
agency of its own, an agency it definitely doesn’t have. 1 moved throungh my donbt and nltimately came to fall
deeply in love with the sweet spot that exists when we can marry qualitative and quantitative data to give
voice to those whose agency has sometinmes been stripped from them through the use of quantitative data and
instead use it to belp tell a more insightful and complete story.

Tabitha Steager is an anthropologist and UX researcher with special interest in place and
community, food, visual ways of knowing, and Indigenous rights. She received her PhD in
Interdisciplinary Studies (anthropology and human geography) from the University of British
Columbia. She has conducted research in Canada, the United States, Mexico, England,
France, Italy, and with First Nations across British Columbia. She currently leads the UX
Research practice for Workday Analytics products.
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Session: Negotiating Agency / PechaKucha

Adapting to the Lack of Agency

Research in Prisons

RUBEN PEREZ HUIDOBRO, Shopify

How can a researcher adapt to the lack of agency in secure environments?

HM Inspectorate of Prisons in the UK published in 2012 a thematic report abont the use of the
“person escort record” (PER) with detainees at risk of self-harm, highlighting the high number of deaths in
custody. The PER was used during the transport of people under custody, and informed about their security
and safety issues.

As a result of this report, my team had the mandate to improve how security and safety risks were
communicated. 1 needed to identify the needs and pain points of the people working on prison and court
services, and I did so throughout multiple contexctual research sessions.

Due to the lack of agency in secured environments, I had the constant need to adapt and identify
opportunities to bring to the team the information they needed.

Photo by Matthew Ansley on Unsplash

Ruben Perez Huidobro is a Senior User Experience Researcher at Shopify. He has over a
decade of experience in the UX field. He has lived and worked in Spain, United Kingdom
and Canada. Before moving to Toronto, he worked as a User Researcher for the UK,
Government Digital Service (GDS) and the UK, Ministry of Justice (Mo]) among others. He
has also worked in international research projects across Europe and Latin America.
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Session: Negotiating Agency / Paper

Hearing Through Their Ears
Developing Inclusive Research Methods to Co-Create with Blind
Participants

GREGORY WEINSTEIN

This paper recounts research into the orientation and mobility experiences of people who are blind or visnally
impaired, and describes the novel sonic research method 1 developed for this purpose. “Participant
Phonograply,” as I call the method, aims to empower research participants with low or no vision throngh the
self-guided creation of sound recordings that represent their experiences of the world in a first-person
perspective. More broadly, the paper highlights the inadequate efforts of ethnographers in industry to tackle
challenges of disability and reflects on the ethical challenges that face researchers who want to include disabled
people in research. Inclusive methods like participant phonography have great potential to break down
traditional power structures that have rendered non-normative groups marginal in user research, but these
methods also come with substantial barriers to their implementation in a corporate context.

I begin to hear the old sounds as though they are not worn out. Obviously, they are not
worn out. They are just as audible as the new sounds. Thinking had worn them out.
And if one stops thinking about them, suddenly they are fresh and new.

—TJohn Cage

Julie

It is late on a Monday afternoon and I am making my way up Market Street in San Francisco. I am
holding a digital recorder and walking alongside a woman I'll call Julie. Julie is holding a shotgun microphone
in one hand, which is connected to my recorder, and in ber other hand she grips the harness for her guide dog.
I offered Julie the option of taking more control of the recording equipment, but she pointed out the obvious:
since she needs one hand for her guide dog, it was probably safer if she only beld one miicrophone in the other
hand.

We've been on the move for about 20 minutes. Eventually, we cross 4 Street and stop near the entrance
to the BART station. “That’s too bad,” Julie says. “There are usually drummers playing on this corner, and
I thought that wonld’ve been interesting to get on the recording.” Julie makes recording on her own sometimes,
but today she is trying to give me some insight into the role that sound plays in her everyday life. Because she
has no sight, Julie relies heavily on sound to make her way around the city, to stay safe in heavily trafficked
areas like downtown San Francisco, and to interact with people both in person and digitally.

We are recording entirely for my benefit. Julie has already told me quite a bit about the value of sound to
her daily routines—basic things like detecting the direction of traffic when you want to cross the street, and
more advanced ideas about the subtleties of navigating obstacles by herself and with her guide dog——Dbut I am
hoping to capture, with her belp, some trace of her subjective sonic experience to help me understand the
difficulties that blind people face every day when they commute, take the bus, or walk on the sidewalk.!
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INTRODUCTION: HEARING THROUGH THEIR EARS

There is a well-known cliché about “seeing something through someone else’s eyes.”
The saying is about the power of empathy: when you can see through another’s eyes, you
can understand their experiences of the world, their motivations, and their actions. The
saying relies on a zisua/ metaphor: empathy comes from seeing through another person’s eyes.
Such linguistic artifacts subtly occlude the reality that sight is not the only sense through
which we experience the world, and for many people, is not even the primary sense. If we
see through someone else’s eyes, is it also possible to Aear through someone else’s ears? Can
we develop empathy through someone else’s sonic experiences, and use that empathy to
motivate design choices?

This paper proposes to do just that. The research I describe was conducted at Uber with
the goal of understanding the transportation experiences of people who are blind or visually
impaired.? I wanted to develop a holistic understanding of how blind and visually impaired
people travel and navigate, and to do this, my insights would need to be largely sonic. Visual
information is, at best, a very small part of how someone who is blind or visually impaired
understands the world. Therefore, I developed a sonic ethnographic method that would
allow me to understand how participants use sound to navigate a world whose design often
assumes that users are sighted.

I argue that we need new methods to research the experiences of people with diverse
abilities, and that these methods are hardest to implement in a corporate setting where
business concerns are sometimes at odds with the ethics of good ethnography. Further,
researching the experiences of disabled people is politically fraught, since historically this sort
of research has granted no agency or ownership to the people at the center of the research.
More recently, disability researchers have worked to create more inclusive methods and to
empower disabled people through research. Researching inclusively is essential to creating
inclusive services and products, and I attempted to make my own acoustic anthropological
method as participatory as possible—albeit with only qualified success, as I discuss near the
end of this paper. In the end, I propose that we must develop inclusive research methods in
all sorts of ethnographic work if we wish to design a world that is itself truly inclusive.

INCLUSIVE DESIGN...

There is a clear moral imperative for companies to provide services and products that do
not exclude people by the nature of their design. And it is equally clear that a great number
of companies struggle to meet this usability standard (if they even try at all). The world
abounds with examples of products that cannot be used by disabled people. Sometimes
these are the result of ignorance or neglect, and sometimes companies make strategic
business decisions not to design for people that they consider to be on the margins of their
customer base. There is a perception that designing for people with disabilities is too costly
and cannot be justified by revenue generated by such designs.

Such thinking is short-sighted, and it means that people with cognitive and physical
impairments are often discriminated against, if not outright prohibited from consuming and
participating in equivalent ways to non-disabled counterparts. Which brings me to the core
tenet of this paper: Inclusive design requires inclusive research.
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Before discussing the concept of inclusive design, however, I must briefly unpack the
term “disability.” The social model of disability distinguishes between “impairment” (which
refers to the individual) and “disability” (which is a structural problem). For instance, not
being able to see is an individual impairment, but it becomes a disability when we consider
all the ways in which the world is not designed for the experiences of people who are blind.
In the social model, the term disability itself comes to represent a condition of oppression,
wherein people with impairments are excluded from participating fully in society by the
design of the world around them. “The social model [of disability] is a deliberate attempt to
shift attention away from the functional limitations of individuals with impairments onto the
problems caused by disabling environments, barriers and cultures” (Barnes 2012: 18).
Because disability is a problem of the world not being designed to be used by people with
impairments, its solution must be a design solution: how can we create a world that is
inclusive in its design so that people are not excluded from participating in it?

By “inclusive design” I mean what is (in the United States) generally referred to as
“universal design.” When we think in terms of inclusive or universal design, the financial
case against designing for the needs of disabled users simply falls away. Inclusive design, as
the name suggests, strives to include as many people as possible in the use of the product or
service in question without needing to modify the product. The antithesis of “accessible”
design, inclusive design does not mean designing a product meant to be accessible to a small
number of people with disabilities, but rather, that by considering the use cases of people
with a variety of abilities, one can design for an extremely broad and diverse user base.
According to Steinfeld and Maisel, thinking only in terms of “accessibility” leads designers to
believe that there is only a small “niche market” in serving people with disabilities (2012: 68).
However, that is only true if one thinks of products that serve disabled people as being
completely separate from a company’s “normal” products. Good inclusive designs are easier
and friendlier for a// users, and thus, are precisely the opposite of a niche.

The classic example of an inclusive design is the “curb cut,” the gentle ramp in sidewalks
that make it easier to cross the street. Popularized as a way for World War II veterans in
wheelchairs to get around, curb cuts have proven useful for a huge number of users: people
pushing children in prams, people pulling luggage, workers wheeling heavy equipment from
a truck into a building, and people on roller skates, to name only a handful. From the 1960s,
curb cuts began to be joined with another innovation: the truncated dome. Often in high-
visibility yellow, truncated domes ate a patch of low bumps that alert blind and visually-
impaired people to the end of the curb and the beginning of the street. And again, these
provide valuable warnings for many people, not only those with visual impairments.

By finding “curb cut” solutions to design problems—by creating inclusive designs that
address a wide range of people’s abilities and use cases—companies can actually increase
their customer base because they have included even more potential users in their designs.
Ensuring that disabled users can use a product or service is hardly an unprofitable niche. It
makes good business sense, and it is the only ethical way to address users’ needs inclusively.

...REQUIRES INCLUSIVE RESEARCH

Intuitively, it might seem obvious that we need inclusive research in order to create
inclusive designs. One cannot design for a broad, inclusive group of users without
understanding the variety of needs and use cases that are found among them. However, far
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too often, social scientific research relies on traditional models and methods of research,
limiting the user base that is included and consequently restricting the potential findings
before the research has even begun.

Inclusive research has developed in many forms during recent decades. Melanie Nind
proposes that inclusive research is less a research method and more of a philosophy—
namely, the belief that research participants ought to have more control over how research is
conducted, more input into the meanings and outputs generated by the research, and
generally a greater level of ownership of the research process (Nind 2014).

For Nind, the difficulty with much qualitative research, even some research that is
described as “human-centered,” is its inherent power dynamics. She remarks, “Most
qualitative research...retains the status quo of the researcher being the person who defines
the questions, handles and controls the interpretation of the data, and makes and
communicates the conclusions” (2014: 4). Inclusive research, in contrast, aims to disrupt this
traditional power dynamic by shifting control and ownership to research “participants” (a
term that should be used lightly, since people participating in inclusive research are usually
better described as co-creators, collaborators, or co-researchers). Nind is acutely aware of
this power dynamic: in shifting the balance away from the scholarly researcher, she
advocates for “research with, by or sometimes for them...in contrast to research oz them”
(2014: 3).

There are a number of research forms that can be thought of as subcategories of
inclusive research. Participatory research is a fairly conservative form compared to some
others, although it seeks to involve “participants” to a greater degree than traditional
research. “Emancipatory research” is far more political in its aims and it seeks the most
radical refiguring of research power dynamics of any inclusive approach. Emancipatory
research emerged from disability studies, where the distinction between research oz and with
was acute, and some of its goals are to make research and researchers accountable to the
people impacted by the research, to provide opportunities for disabled people to shape and
conduct research, and for research to improve the lives of disabled people (Ramcharan et al,,
2008: 80, citing Chappell 2000).

The concept of research as emancipatory reminds us of the imperative to design
inclusively. Steinfeld and Maisel define universal design not in terms of how many people it
serves, but rather in terms of its ability to promote agency in users. Inclusive design is “a
process that enables and empowers a diverse population by improving human performance,
health and wellness, and social participation” (Steinfeld and Maisel 2012: 29). Considered in
this way, the transformative power of inclusive design is clear, as is the need to include
diverse groups (including individuals with disabilities) in design research.

AGENCY IN PARTICIPANT PHOTOGRAPHY RESEARCH

Ethnographic researchers have long understood the value and power of photography.
The ability of photography to make an argument in its own right—and to affect social
change—has an even longer history. The late 19t century photographs of New York City by
Jacob Riis are a famous early example, and the powerful Depression-era images by Dorothea
Lange and Walker Evans are iconic representations of the hardships faced by Americans of
the era. Photojournalists use images to tell a story faster, and with more emotional power,
than words can convey.
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The use of photography as a participatory method is far more novel in both academic and
industry research. “Participant photography” combines core elements of inclusive research
with the apparent immediacy of photography to produce evidence and analysis that are
otherwise inaccessible to researchers. Ozanne et al. argue that participant photography is
primarily about granting agency to research participants. They write, “When people take
pictures, they acquire great power to represent the personal, cultural, and economic
influences that shape their lives and present obstacles to their vitality” (Ozanne et al., 2013:
46). The authors present examples of a number of methods of participant photography, but
they repeatedly emphasize the active role of participants in shaping the research through
their photographic choices. Participant photography thus draws heavily on the central belief
of inclusive research that participants ought to control and guide research—that research
should be with instead of on.

Steager similarly recognizes a central problem in ethnography that can be solved by
participatory photography. Namely, since ethnographic research is necessarily and deeply
subjective, how can researchers attempt to bridge the gap between their own perspectives
and those of participants? As she asks, “How...to share what our eyes took in and our brain
and psyche processed? How do we know if what we see is the same as what someone else
sees?” (Steager 2018: 162). In other words, researchers always have their own subjective
positions and perspectives, and as the “reflexive turn” of the 1980s has taught us, there is
consequently no way to moot the subjectivity of the ethnographer. The solution proposed
by participant photography is not to make a half-hearted and futile attempt at objectivity, but
rather, to elevate the perspectives of research participants by giving them more agency over
the form and focus of the research.

The various forms of photographic research in which participants wield the camera are
not necessarily inclusive in form. Describing the method known as “photovoice,” Ozanne et
al. say, “Although participants are given considerable freedom, researchers usually ask
participants to focus on a specific subject matter” (2013: 47). In this form of photographic
research, the researchers are still exercising considerable control over the form of the
research, directing participants in specific directions that interest them. Steager recognizes
this as a potential problem, in that it maintains the core authority of the researcher, and she
thus distinguishes between photovoice and her preferred term, “participant photography.”
She argues:

Participatory to me implies an active role on the part of the research participant,
which is not always the case with photo voice. Rather than imposing my
presuppositions on the experience and telling my participants what photos they
should make, I wanted the participants to lead the process, not only in what and
how they chose to photograph but also within the interview process itself when we
discussed their photos, so that they were working with me to build a shared
understanding, of a shared experience, of place. (2018: 163)

Ozanne et al. note that photographic research methods are especially prominent in
research among marginalized groups. They argue that “because of their historical and
ongoing experiences of oppression, these groups are often suspicious of outsiders (including
academic researchers).” Consequently, “Photography is an attractive research approach
because participants have greater potential power to author their individual and collective
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stories” (Ozanne et al., 2013: 48). Cleatly, then, participant photography is very much of a
piece with the democratizing ideals of inclusive research.

For this reason, participant photography has the potential to generate tremendous
empathy among stakeholders of a research project. Faulkner and Zafiroglu observe that
“participant-made videos” “have a sense of immediacy and intimacy, and elicit emotional
responses and curiosity to learn more on the part of our stakeholders. Unlike our
[ethnographer-made videos], the videos our research participants make using video
cameras...offer a glimpse of participants doing activities they normally just talk about when
we are there” (Faulkner and Zafiroglu 2010: 114). Allowing participants to create the form of
their story, rather than simply recounting it to a professional observer, creates an immediacy
to the story that ethnographic accounts often lack. To some extent, this is likely just a
property of the medium of photography (or, in Faulkner and Zafiroglu’s case, video): the
visual form engages people differently than written or spoken text and it often feels more
direct. But some of that directness also comes from knowing that the participants
themselves created the visual products that relate their (own) stories.

And yet, while the rise of inclusive research has been driven substantially by research
into disability and the social structures that produce it, there are remarkably few participatory
models using multiple media in this realm. Of the multitude of examples of inclusive
research presented by Nind (2014), only two involve participants creating in a medium other
than spoken or printed words. This seems a remarkable shortcoming, considering how
vehemently inclusive researchers advocate for participants to shape both their story and the
form in which it is presented.

On reflection, though, there are some reasons why multimedia methods may be absent
from inclusive disability research. First, inclusive multimedia research (such as participant
photography) raises pragmatic and ethical questions beyond more traditional methods.
Participants need to be literate in the medium to be employed, they need to learn how to use
the equipment to conduct research (such as a digital camera or video recorder), and they
need to understand the ethical implications of photographing people. Second, and related,
inclusive multimedia research places substantial time (and possibly financial) demands on
participants. Participant photography requires participants to invest a lot of time into the
project, which can be a difficult demand of people in any circumstance. Only in a few
circumstances can a researcher ask so much of participants and more traditional methods
may be easier to implement in an inclusive way.

Chuck

Chuck is a quality assurance engineer for an e-book company, and he bas been blind since birth. Chuck relies
on sound to belp him find bis way and to stay safe. He described for me the sorts of information he can gather
about his surronndings just from sound—echos and reverberations, subtleties that are many sighted people
overlook:

Walking down the sidewalk, I could tell if I was going by a parked car, you could
hear walls far ahead of you. As I’ve gotten older this has diminished. However, I
still feel very comfortable using a cane, and one of the things that I’ve learned
is...that tapping of the cane is also a form of echolocation.
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After onr interview, 1 went for a walk with Chuck and observed his listening skills in action. As we walked,
he gently held my elbon—a technique called “sighted guide” in which a blind person receives directional
signals from the movements of a sighted person—although his pace was so brisk and confident, I ended up
Jeeling like he was guiding me from the shop back to bis house. As we walked down the sidewalk of a strip
mall, he pointed out the concrete columns as we passed by, noting that he could hear the change in the
reflectiveness of the space occupied by each columm. In his housing complex, be identified each house as we
passed by based on the echo of its carport. (His always echoes more than those of his neighbors, because he
doesn’t own a car.) On bis own house, he bad hung a windchime to help him identify it, but there was no
wind that day, so Chuck had to find bis house simply based on his mental map of the housing development.

AGENCY THROUGH PARTICIPATORY PHONOGRAPHY

When I began my research with blind users at Uber, I weighed the value of a
participatory method. Obviously, a visual method like participatory photography was not
viable, but I believed that a participatory so#nd method could reveal otherwise unavailable
insights into the everyday realities of the research participants like Chuck. I will describe the
particulars of my research design later in this paper, but here I wish to reflect more generally
on sound as means of knowing the world and, therefore, its potential value to ethnographers
who have largely neglected it in research methods.

First I offer a definition, necessarily vague but still useful in its inclusiveness: Sound is
tirstly a physical phenomenon, encompassing the compressions and expansions of air waves
which for most people are interpreted by our brains as auditory phenomena. (Sound
vibrations can also be felt in the body, particularly at very loud volumes and very low
frequencies.) While such a definition may seem too broad to be of much value, it is essential
for what sound is not (or at least, not only): music. Music is neither coterminous with sound
(which should be obvious), nor is it precisely a subset of sound (less obvious, unless you
have encountered the work of historical musicology, which very often has nothing at all to
do with sound). The wortld is saturated with sound, very little of it music. In this paper, and
indeed, in this research method, I am not concerned with music, but instead, with the rather
less remarkable quotidian sounds that permeate our everyday lives.

And it is because I am interested in the ordinary lives of people—the day-to-day travails
with transportation and mobility that all blind or visually impaired people deal with—that 1
wanted to use a participatory sound method. As Faulkner and Zafiroglu observe about their
participatory video research method, giving the participant independence and control over
their self-representation ultimately give the researcher access to parts of the participants’
lives that would otherwise be off-limits. Their participants “captured scenes and moments
that we were not invited to witness first-hand, and that any outsider would be unlikely to see.
The videos are simultaneously intimate and mundane” (2010: 117). Thus, why I conceive of
my research method as “hearing through their ears,” attempting through a participatory
multimedia method to access the subjective sonic perspective of blind individuals, to
understand how they navigate their worlds using sound, and to figure out what sorts of
needs they have that are not being met.

I can find no attempts to employ a sound epistemology in design research. There are, of
course, researchers who have considered the design impacts of sounds in their products (see
Case and Day 2019), and “earcons” are becoming a mainstay of UX and UI design. These
are important and insightful uses of design through sound; however, here I am interested in
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something slightly different (though related). I am interested in how sound can be used as a
means of understanding the world—and, just as with visual means, how individuals have
unique subjective experiences of the sound in the world around them.

My primary inspiration for the sound recording component of my research comes from
the work of the prominent ethnomusicologist Steven Feld. Feld has conducted research over
several decades among the Kaluli people in the Bosavi rainforest of Papua New Guinea, and
during that time, he grew increasingly reflexive and inclusive in his research and analysis.
Sound and Sentiment, his first book based on his Bosavi research, was published in 1982; five
years later, he described a process he called “dialogic editing,” an effort to include the Kaluli
people in critical commentary on his book (Feld 1987). Feld took the dialogic editing
method a step further when he partnered with drummer and producer Mickey Hart to
release an album of Kaluli song and rainforest sound, Voices of the Rainforest (1991).

For the oices of the Rainforest project, Feld used recording and editing technologies to
construct an hour-long sonic evocation of a full day in the life of the Kaluli. He recognizes
that such a recording can provide an evocative first-person experience of the rainforest in a
way that a text—or even a record of discreet tracks (the more standard form of academic
ethnomusicological releases)—could not. “Without academic explication,” Feld says, “the
recording allows the listener to enter and subjectively experience what the Kaluli call du/ugn
ganalan ‘lift-up-over sounding’ [the complexly layered acoustic world of the rainforest]” (Feld
1994: 280).

Further—and most important for my purpose in this paper—LFeld developed a
participatory research method in order to create a recording that was engaging and authentic
to the Kaluli experience. Using a variety of microphones, he captured the overall sonic
picture of the rainforest, but he also used parabolic microphones to record the sounds of
birds and insects in isolation, to be mixed in later. In fact, Feld asserts that recording enabled
him to understand the Kaluli sonic ecology in a way that he couldn’t before, as his Kaluli
informants became collaborators in the production of the record. “Playing back transfers of
component tracks on two cassette recorders, I asked Kaluli assistants to adjust volume
controls on the two machines until the composite sounded good to them. When the tracks
combined musical performances and environmental surround sounds, Kaluli tended to
amplify the surround tracks, particularly on the middle and upper forest canopy... This kind
of bush premixing studio put Kaluli in a directly dialogic editorial role in the project” (Feld
1994: 283).

Rereading this passage now, I am amazed at how forward-thinking Feld was in the
research design. Certainly, he did not abdicate his authority as a researcher, but his methods
are remarkably participatory, particularly by the standards of ethnographic research as it was
practiced in the early 1980s. He allowed the participants in his research to become co-
creators of the research product, directly shaping what would become a major-label release
in the United States. (Feld was also acutely aware of the potential ethical problems of this
work: while he retains legal authorship of the record—and there was no way around this,
since American copyright law does not make allowances for the notion of cultural
ownership—he attempted to mitigate the privilege of ownership by creating a trust to
receive royalties from the record’s sale and using those proceeds to support conservation
work in Papua New Guinea.)

In addition to Feld’s participatory research design, there is an instructive lesson in his
discussion of “lift-up-over sounding,” the term that refers to the sonic density of the
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rainforest, the Kaluli’s interaction with it, and the system of knowledge that encapsulates it.
The Kaluli’s worldview cannot be disentangled from their singing: their singing is always in
dialog with bird song, and these conversations with birds are how Kaluli know about the
world around them. There are two key points here. First, to grasp their meaning and
importance, sounds need to be understood in context rather than in isolation. And second,
sound (for the Kaluli and more broadly) is not only the content of knowledge, but is actually
the medium in which knowledge is acquired and communicated. Feld is acutely aware that
written language can, at best, only provide an approximation of Kaluli knowledge; the
knowledge is the medium of sound itself.

The sonic contexts like the Bosavi rainforest can be referred to as “soundscapes,” a term
popularized by the composer and ecologist R. Murray Schafer. Schafer describes the
“soundscape” “as any acoustic field of study” (1977: 7), an inclusive concept that can refer
to any sound environment in its totality. There can be natural and human-made
soundscapes; urban and rural soundscapes; dense and sparse soundscapes. Schafer further
introduces three kinds of sound that constitute a soundscape: “keynote sounds,” which are
the constant and often unnoticed features of a soundscape; “signals,” which convey needed
information and are therefore consciously listened to; and “soundmarks,” which (via the
visual term “landmark”) denote sounds particular to a place or community (Schafer 1977: 9—
10).

The soundscape and its related concepts are not analytical unto themselves. They simply
provide a framework through which we can perceive and organize sounds in any given
location. The analytical value of the soundscape emerges when we begin to describe and
contextualize the meanings of sounds. Moreover, these concepts are not static; they can
change as a soundscape changes, and as the people occupying it change. For example, the
soundscape of the street where I live is generally quiet. Few cars drive past, and the relative
quiet is punctuated only by the fleeting conversation on the street or a barking dog (often my
own dog). These are the “keynotes” of the soundscape. Recently, however, construction
crews began major work on three houses on my block. They arrive eatly, yell jovially across
the street, and hammer loudly throughout the day. These sounds were “signals,” in that they
were consciously perceived and, at least when walking on the street, conveyed necessary
information. However, over time, these sounds have become so routine that they, too, have
become keynotes. Finally, the weekly tolling of the local church bell is a soundmark,
signaling the presence of the church to everyone in the neighborhood.

These layers of sound are valuable because they capture the different registers in which
people listen to sound as part of their lives. The brain is quite adept at filtering out the
“noise” of everyday life—treating such quotidian and unnecessary sounds as “keynotes,” to
use Schafer’s terms. However, because sound is so present and informative, it is also a fertile
ground on which to understand people’s expetiences and to inform design decisions. In the
rest of this paper, I will describe and reflect on my efforts to use sound as part of the
research process with blind people, and I will provide some ideas about how sound can help
researchers in the future.

Finally, as both Feld and Schafer recognized, sound recording can be an extremely
engaging medium, and as such, it can generate awareness and empathy among listeners. I
believe that much of the value of sound recording in industry is its ability to give a variety of
stakeholders insight into otherwise invisible user experiences—but doing so requires some
knowledge of how recording works. Recordings convey movement and dimension through
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the stereo field, loudness, and harmonics. Stereo recording has been used since the 1950s to
convey position and lateral movement; its use in this way was pioneered by the producers
and engineers at Decca Records and used to convey drama in opera recordings. The feeling
of “depth” in a recording—the impression of space on a line away from the listener—is
more complicated to create. Volume plays a partial role: a sound getting louder can give the
impression that the entity generating the sound is getting closer to the listener. However,
loudness by itself is not enough. Harmonics play a role, too. Higher frequencies dissipate
faster than lower ones, so a sound with fewer high overtones (pitches that can’t be heard
individually, but which contribute to the overall “color” of a sound) is perceived as being
farther away than a sound with a lot of high overtones. Knowing all this, one could fairly
easily make a recording of traffic that conveys the movement of cars around the listener,
creating a purely sonic experience of traffic and thus conveying a trace of a blind person’s
experience of crossing the street.

Laura

I went on a “soundwalk” with a participant named Lanra. We took a trip that she often takes when she
does her shopping: a shared Uber to the grocery store, walking across the street and down a balf mile to the
Target, and then to the bus stop bebind the Target. Laura gets around with a white cane and ber mental
map of the area. She narrated during quite a bit of the recording, including explaining how she finds the
correct bus at a station with three separate shelters. As we walk past the shelters, she tells me, “1 had a friend
help me memorize which buses are at which [shelter]. . . becanse you're not always going to have mobility
training.” What was most interesting, though, is how Laura orients herself in this location and finds the
correct bus stop. “1 know when I'm near the bus shelter becanse my voice will echo. That's how I know I'n
passing the shelter.” She stopped and gestured towards the second bus shelter: “1 know there’s no people in
here because it’s super echoey.” Focusing my attention, 1 heard Laura’s voice echo in the shelter as she spoke;
and listening later, I noticed that the recording had captured the echo, preserving a sonic element that Lanra
uses to navigate without much conscious effort.

DOING PARTICIPANT PHONOGRAPHY

Because I wanted my research design to be as participatory as possible, I initially
intended to equip research participants with their own microphones. I debated the merits
and drawbacks of two different sorts of recording devices: a stand-alone digital recorder and
a microphone that plugs into the lightning port of an iPhone. The stand-alone recorder
would have been easier in the long run, but it would require more effort for participants to
learn how to use it. The iPhone microphone would work with a device that participants
already owned, so I ultimately decided to go this route. I selected a microphone and Uber’s
Research Operations ordered four of these devices for me. Only then, when I unpacked one
and began to use with it, did I discover an insurmountable problem: the microphone wasn’t
accessible.

I learned that once you plug the microphone in to the phone’s lightning port, there is no
way to get the phone to give audible VoiceOver readouts. (VoiceOver is the accessibility
feature on the iPhone that allows blind users to interact with the phone via sound and
touch.) Since the research participants rely on VoiceOver to use their phones, plugging in
the microphone essentially made their iPhones completely unusable. There would be no way
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for them to navigate around the phone because the audible cues and readouts that they used
were simply not available. I contacted Apple and the microphone company, and they
predictably blamed each other for this problem. However, they agreed that it was indeed
impossible to use a lightning port microphone with VoiceOver, and my initial research plan
was scuttled before it even got off the ground.

Back to the drawing board. I decided not to return to the option of stand-alone
recorders, a decision I made primarily because of the time constraints on my research and
the additional demand it would place on participants. Instead, I opted to try a form of co-
creation with participants, where we would together use my own recording equipment to
make recordings. The first few attempts at co-creation showed some promise but were not
ultimately as collaborative as I hoped. These mostly involved me walking along with a
participant as they narrated their experience, highlighting sounds that were giving them
useful information about their surroundings. The process was certainly insightful—for
instance, several people demonstrated how the combination of sonic and haptic feedback
from their cane can convey critical information about an environment—but the resulting
recordings had very little that I could play for others as a representation of a blind person’s
experience of the world.

Unsure why the co-creation process did not go as I hoped, I stepped back and tried to
workshop it with colleagues in Uber’s office. Several people volunteered to be guinea pigs
for me, and I gave them instructions about how to use the equipment and what I hoped to
capture, just as I had done with the blind research participants. The workshopping of the
method was extremely revealing. All of my colleagues insisted on moving around with the
microphones, even when I explicitly instructed them to remain in one place. They were very
surprised to hear how differently the office sounded through microphones and headphones,
compared with their normal experience. I discovered that I needed to give much more
specific instructions in order for participants to make clean and insightful recordings.

Emboldened by my experiments with my Uber colleagues, I decided to do another
round of recordings where I was more explicit and insistent in my directions. I instructed
participants to select a location to record, and to remain stationary in that location. Having
found a safe place to stand, I gave them instruction in how to use the recording equipment:
the broad sweep of the stereo pair of microphones and the highly directional shotgun
microphone. I insisted that participants wear headphones so that they could hear what they
were capturing on their recordings. The participants who did this were initially quite
uncomfortable with the new sonic surroundings, but they adapted quickly and seemed to be
intrigued by this new sonic perspective on the world.

Christina

I met Christina at a school for the blind where she had been living for the past few months. Christina had lost
her sight a couple years ago, and at the school, she received training in how to go about ordinary tasks without
sight. She used to take for granted ber ability to go to the nearby Starbucks for a coffee, but now she was
relearning how to walk in a straight line and safely cross the street. She explained to me that sound is crucial
in crossing the street. Sometimes, signaled intersections have special anditory signals for blind pedestrians that
indicate when and in which direction a light is green. Even so, Christina bas been taught to always listen for
traffic: if the traffic is moving parallel to you, then you can move with it, but if it is perpendicular (i.e., across
your path), then you need to wait for the light to change.
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REFLECTIONS ON THE RESEARCH METHOD

Although my research was not as participatory as I had initially hoped, my project
indicates that there is value in participant phonography. Even in its imperfect initial forms,
the research revealed key elements of participants’ sonic worlds, sound cues that they rely on
that might otherwise escape notice of a researcher. These were classic “soundwalks”: “a
form of active participation in the soundscape...the purpose of [which] is to encourage the
participant to listen discriminately, and moreover, to make critical judgments about the
sounds heard and their contribution to the balance or imbalance of the sonic environment”
(Truax 1999). Participants recounted some very valuable insights about how they use sound
in their everyday lives. Those individuals who were blind since birth told stories about using
sound without even realizing it; it was second-nature to them. For instance, Chuck, who I
mentioned earlier, told me about running and climbing trees as a child, oblivious to any
potential limitation from his blindness. Participants who had lost their vision more recently
had often learned to use sound as a navigation tool through mobility training, such as
learning to listen for the sounds of traffic moving parallel and perpendicular to them at
intersections, as Christina learned. These were key insights into the quotidian experiences of
the blind individuals whose mobility experiences I was hoping to help improve.

As useful as these insights were, however, my initial methodology was only minimally
“participatory.” There was very little real collaboration in those interactions—very little
control given to (and taken by) participants—and both I and the participants fell into our
familiar roles of researcher and researched, respectively. I discovered that many of the
people I worked with had participated in some sort of research before—not with Uber, but
with a number of other companies who had already been trying to understand the
experiences of blind users. Looking back, I believe that many people I interviewed were
accustomed to the traditional dynamic of having research done o7 them, and they were
uncomfortable with my proposal to do research with them.

The last few recordings were much closer to what I envisioned, in that the participants
physically took charge of the recording equipment and the recordings were, in a very real
sense, #beirs. The insights generated in those recordings are, in large part, the product of the
agency taken on by participants. By listening to the recordings as they were happening, they
were able to focus attention on sound elements that were important to them, and to create
recordings that offered more of a first-person experience of their sound worlds than I might
otherwise have gotten.

At the same time, I have some ethical qualms with the methodology as I implemented it.
By insisting on certain parameters for the research, I was perhaps undermining my desire to
shift the balance of power away from myself. I insisted that participants stay in place; that
they wear headphones during the recording; and that they hold and aim the microphones.
While participants were generally curious and willing to try this, it was clear that they were
initially uncomfortable with what I was asking of them. The discomfort I caused these
people troubles me. How can I claim to be conducting ethical research when I was asking
participants to do something they would otherwise prefer not to do? Is it possible that the
participants in the research were opposed to what I was asking, but felt that they couldn’t
refuse or challenge my instructions? Like most researchers with good intentions, I want to
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believe that this was not the case, but because of the engrained power structures around
ethnographic research, I cannot be certain.

POSSIBILITIES FOR PARTICIPATORY RESEARCH IN A CORPORATE
CONTEXT

My approach to this research was substantially shaped by the corporate context in which
I was conducting the research, which in turn created some of the ethical dilemmas I
continue to grapple with. I was working for Uber, and while some of my remarks here may
be construed as critical of Uber specifically, I insist that my observations describe the
constraints and pressures of conducting ethical research in industry more generally.

As my research plan began to take shape, it quickly became apparent that recruiting
participants for my research would be no easy task. Like far too many companies, Uber had
no procedure in place to conduct research into the experiences of blind users (or users with
any disability, for that matter). Most of my colleagues can easily find a group of potential
participants in the company’s database by identifying key characteristics like number of rides
or frequency of use. However, because Uber does not ask blind users to self-identify (an
issue that would be a major point of discussion and debate later in my research), there was
no way for me to internally identify potential research participants.

Thus, the first ethical challenge: how could we recruit a reasonable pool of blind Uber
users without violating people’s privacy? We solved this problem by approaching
organizations in the Bay Area who serve people with visual disabilities and asking if they
could pass on our screener to their constituencies. As long as we did not retain any internal
record of the research participants, this met the company’s mandate to not identify users by
their disability. However, it created a new power imbalance between Uber, the large for-
profit corporation, and the relatively small non-profit organizations we approached for help.

Mobility is a substantial challenge for people with visual disabilities. Driving oneself is
not an option, public transportation options are very limited and time consuming, and
private rides can be extremely expensive. Consequently, the organizations we approached for
help with recruiting participants were excited that Uber was investigating the experiences of
blind riders. However, while they all had institutional structures in place to help companies
with recruiting blind participants for corporate research, Uber had never before undertaken
this sort of research and it would not have been possible to onboard these organizations as
“yendors” within the time frame of my research. Thus, I was in the very uncomfortable
position of asking small non-profits essentially for a handout to the large corporation:
forwarding our screener to their constituencies for free. We were very humbled by the
willingness of people to help—and it bothers me immensely that we were not able to do
anything reciprocal to help the organizations that assisted us with the research.

After the recruiting challenge, a second ethical matter arose. Namely, how much
participation could I reasonably ask of people? One challenge with using participatory
research methods in a corporate context is that these methods often require much more time
from participants than traditional user research techniques. Under my initial plan, I would
have asked participants to spend time over the course of a week making recordings, and then
to talk with me about them. Even in the revised research plan, I needed time to explain my
methods and goals to participants, to teach them how to use my recording equipment, and
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to make and reflect on recordings. The method cannot easily fit into the 45-minute or 1-
hour research sessions that are typical of this type of user research.

In her manual on the topic, Nind (2014) provides many examples of successful inclusive
research designs. Interestingly—and tellingly—none of her examples are from industry.
There are cases where research is led by non-professionals, cases where academics and
community members collaborate on research, and examples of academics involving
participants in more substantial ways than is typical of social science research. However, she
has no examples of how inclusive research design can be used in industry. I imagine this is
less an oversight of Nind’s and more an illustration of how difficult it will be to introduce
truly inclusive research design into a corporate context.

Because of the constraints of time, confidentiality, and finance that I faced at Uber, the
participatory phonography method as I enacted it barely meets the broad criteria for
“inclusive” research. My methods were indeed participatory, but not nearly to the degree 1
had hoped in the early stages of my research design. The empathetic value of a user-created
soundscape recording never came to fruition (although I fortunately had plenty of other
evidence that I could deploy to generate empathy and insight among my colleagues).

Reflecting on the project, I sense that researchers in industry who want to work
inclusively are trapped between two opposing forces. On the one hand, we recognize the
moral imperative to work inclusively if we are to generate meaningful insights into the
experiences of people who typically exist at the margins of industry research. Inclusive
research can both convey these perspectives and allow these individuals to retain control
over their own narratives. On the other hand, the structures of industry research discourage
the sort of inclusivity that has been so successtful in academic and community research.
There was no possibility for the participants in my research to have “ownership” over the
research at Uber in any meaningful way, no matter how much I may have wished it to be so.
I am left rather pessimistically wondering whether it is ever possible to do truly inclusive
research in a corporate context.

Of course, I am not arguing that we should not do research among groups who are not
often represented in our studies. To the contrary, it is essential that we advocate for such
research in corporations because, as human-centered researchers, we are uniquely trained
and positioned to push companies in socially progressive and inclusive directions, and we
have a moral obligation to do so. However, I am also questioning the possibility of doing
research that is inclusive within these corporate contexts.

How can we develop relationships over time with participants in a way that is
collaborative and not exploitativer I was often acutely aware while interviewing blind
individuals in the Bay Area that my mere presence in their homes was sending a message
about Uber. Even though I was very careful not to promise anything about how Ubet’s
service might be improved, I often realized that simply by asking them about their mobility
experiences, they got the impression that the company wanted to understand their challenges
and to help. Of course, anyone who has worked in a company will know that things are
never so simple. We learn about users and we advocate for them in the push-and-pull of
company politics and priorities. Some of our suggestions are taken up; many others fall away,
seen as unnecessary or unworkable. That has been the case with my research: after I left
Uber, there were improvements made to the accessible version of the rider app, but they
were mostly nibbling around the edges. More substantial changes have been taking place, but
at the slower pace that is unavoidable at a large corporation.
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In a context like this, it could be deceptive or outright wrong to ask participants to
invest the time and effort required for a truly inclusive research collaboration. The benefit to
the company is clear: more knowledge of their users, more data about how their service
works, more opportunities to turn these insights into profit. But what is the benefit for the
potential co-researchers from outside the company, such as the blind individuals with whom
I tried to co-create soundscape recordings and gain insight into their sound worlds? Unless
they can advocate for their own needs in the corporate structure—in other words, unless
they can own the research and speak for themselves—they can’t ever be sure that they will
benefit from a deeper research arrangement with the company.

Katie

Katie told me about a serendipitons experience she had finding an Uber ride she bad ordered. She was
waiting for the car to arvive in a difficnlt pick-up location, a narrow and crowded street with a lot of
construction noise. As she usually does, Katie called her driver to tell him that she is blind and would need
him to look for her. While she was on the phone, ber ride pulled up. Katie described the excperience:

I was on the phone at the time and a car pulled up, and I heard my voice coming
out of it. I heard their voice coming out of two places at once. So ok, there’s the
car.

Completely by chance, the driver had been talking to Katie on bis car’s speakers, so she conld hear her own
voice coming from his car, as well as bis voice in both her phone and the car. This was not an intentional
design solution (althongh it could be), but it was an absolutely perfect way for Katie to identify her ride
through ber sonic awareness.

FINAL THOUGHS

So where does this leave us? In general, companies have largely gotten better at creating
products that can be used by people with diverse abilities, and the best companies even
conduct user research into experiences of disabled people. But on the whole, industries are
nowhere near truly inclusive research and design. Disabled people continue to be thought of
as a “niche,” users who exist on the margins of companies’ core users, but such thinking will
increasingly have adverse consequences for businesses—consequences in the form of
tinancial losses and missed opportunities, as well as discrimination lawsuits against
companies that exclude disabled users. Companies need to understand that inclusive design
is not a niche; it is good for business.

The only path to inclusive design is via inclusive research, and the responsibility pushing
for inclusiveness therefore falls on researchers. My acoustic anthropological methods are
only one way of working inclusively. Participant phonography is not appropriate in all
research situations, but as part of the ethnographer’s sensory toolkit, it can provide a richer
insight into the experiences of particular users. Such various sensory methods are necessary
for inclusive research because they address the diverse ways that people experience the
world. Only by adapting our methods to the needs and experiences of our users can we
conduct research that faithfully represents their perspectives and ideas.
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Gregory Weinstein is a design researcher and acoustic anthropologist based in Pittsburgh.
After spending his first career teaching writing and studying the classical music recording
industry, he now conducts research in areas such as disability, transportation, and sound. He
makes soundscape recordings for fun, as well as for work. mahler123@gmail.com

NOTES

I want to acknowledge the contributions of the many people at Uber who supported this research. In
particular, I want to thank Elena O’Curry, who had faith in my ability to execute this project and who
has given insightful and valuable feedback at every stage of the process. Most of all, I want to thank
the blind and visually impaired people who participated in the research—who welcomed me into their
lives for a short time and trusted me to tell their stories. The only adequate compensation for these
generous individuals—a world free from the design biases that create disabilities—is one that I cannot
promise, but that I strive towards every day.

1. You can hear an excerpt from my soundwalk with Julie here:

https://soundcloud.com/mahler123 /market-street-clip-mixdown-1/s-LLhAkU. This clip has not been
edited, other than selecting it from the more than 20 minute recording and mixing the three tracks
down to stereo. In it, you can hear a lot of ambient city noise: a streetcar’s poles on the overhead
electric wires, trucks bumping on the uneven road, an audible signal of a walk sign. There are lots of
people speaking, although they’re mostly indistinct—except for the woman who apologies after
walking into Julie while we were crossing the street. Shortly after, Julie praises her guide dog for
navigating the busy crossing and finding the sidewalk. Note: this clip is under copyright and cannot be
shared or reused for any purpose.

2. Different people make different arguments about how to refer to people with disabilities, and blind
people specifically. There are conflicting arguments about whether it is preferable to use “people first”
language (i.e., “someone who is blind”) or “disability first” language (“a blind person”). In this paper,
I vary between the two, primarily because that reflects the variety of ways the participants in this
research referred to themselves.

3. There is no single name for this sort of participatory visual research. However, Steager (2018)
adopts the concise phrase “participatory photography.” I like this phrase, and I use it and “participant
photography” interchangeably throughout the paper.

4. You can hear an excerpt from my soundwalk with Laura here:

https://soundcloud.com/mahler123 /laura-soundwalk-clip-mixdown-1/s-pCtXv. This clip is only the
mono recording from my shotgun microphone, because this track captures both the ambient noise of
the bus shelter and, critically, the change in the reverberation of Laura’s voice when she is standing in
front of a bus shelter. Note: the clip is under copyright and cannot be shared or reused for any
purpose.
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The Adaptation of Everyday Work in an Age of
Automation
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Recent debates around the future of work have largely focused on how automated technologies are
contributing to job loss or decline. However, in this paper, we draw from original ethnographic research
with_four types of automation-affected workers — insurance agents, pharmaceutical representatives, medical
device salespeople, and medical device technicians — to argue that, rather than being replaced by machines,
many workers are in_fact adapting how they define and perform their work to survive in a more digital age.
Uncovering such adaption tactics is crucial for recognizing the human agency that is present in, even
definitive of increasing encounters with machine-driven lechnologies and can help large organizations solve
some of their toughest challenges, including how to predict future trends in the labor market, define the
added value of human labor, build and train a better workforce, and develop and evolve existing digital
tools.

INTRODUCTION

One fellow adjusts his cowboy hat. Another, long tattoos snaking down his arms, leans
back skeptically. A third shuffles nervously in his chair. Truckers all, and the subjects of a
new Vice documentary on The Future of Work, they’ve just met the Chief Product Officer of a
company that is engineering self-driving big rigs capable of navigating the roads completely
autonomously. This technology has the potential to displace 10 million jobs, the CPO tells
the camera. Not only are these workers facing a jobless future, according to the makers of
the [7jce film, but they are also are unprepared for it. “When you asked me, what would I do
if I didn’t driver I honestly can’t answer that, because I really don’t know what I would
do...,” one of the truckers says to 177 host, Krishna Andavalou, “I’ve been doing this too
long.” Layering a melancholy soundtrack over slow-motion footage of the man’s rig backing
out into the night, the filmmakers present the worker as both unwilling and unable to
change, so long stuck in one way of being in the world that he cannot even contemplate
transitioning to another.

This is of course a poignant image, and a much-needed reminder of the human lives at
stake in the rush toward new technologies; without outside help or training, many workers
may indeed struggle to adapt to an increasingly digitized future. However, replicated
unthinkingly, we also find this to be a problematic depiction of the worker as someone
without agency, lacking the drive, creativity, ability or resourcefulness to adapt in meaningful
ways to automation-driven change. By contrast, in our extensive ethnographic research with
(admittedly white-collar) professionals across America and internationally, we have seen a
different narrative emerging, one in which ordinary workers are both aware of the advanced
technologies transforming their industries and incredibly inventive, finding ways to adapt to
these technologies by changing how they think about and describe their jobs, the daily ways
they operate, and even the kinds of customers they serve, as we go on to discuss in our
findings section. Much of the contemporary discourse around advanced technologies has
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embraced a narrative of “technological determinism,” in the words of information
technology scholars Howcroft and Taylor (2014), presenting the development of these
technologies — and their displacement of workers — as inevitable, or destined to transform
society in quite damaging ways. We submit that this elides the agency that ordinary workers
are exercising to resist these technologies, and the power they have to shape not only the
ways these technologies are designed and implemented, but also the impact they have on
wortket’s lives — and society more broadly.

Take, for example, Paul, a medical device technician, who is embracing a softer language
of “patient care” to describe his role in not only troubleshooting issues with medical devices,
but also teaching patients how to use them properly; Cynthia, a pharmaceutical
representative who is finding new ways of delivering value to clinicians, for instance by
introducing them to methods and studies; or Melissa, an insurance agent who has shifted her
entire business to serve a more asset-rich customer. In each case, the professionals’ actions
can be explained as a resilient response to increasing automation and digitization in their
industries, for instance, to medical devices that are increasingly able to troubleshoot
problems and relay information autonomously, without lesser need for an in-home
technician; and to competition from direct-to-consumer websites, which enable insurance
customers and clinicians to purchase products without the help of an agent, dealer, or
representative. By framing their actions as responses, signifying purpose, intention, and
method — sometimes, even being rewarded with success — it becomes possible, we argue, to
recognize these workers as agents taking measures to protect the future of their livelihoods;
not, as the ["Zee documentary would frame them, passive, unwitting victims displaced, or, in
the words of another commentator writing in The Guardian, made “disposable” by new, more
advanced technologies (Murphy 2017). Furthermore, recognizing workers’ agency is
important for many reasons, not least because it is often a missing variable in predictions of
the future of work and workplace technologies.

OBJECTIVES

When making predictions about future unemployment as a result of automation — a
much-debated topic in academia, policy-making, as well as popular media — it is not enough,
we argue, to simply calculate the percentage of cognitive or manual tasks within a given job
that could theoretically, or in the near future, be accomplished by a computer, which is
(roughly speaking) the method employed by oft-quoted commentators such as Frey and
Osbourne (2013). This is because such predictions do not take into account the #ew value
that workers are creating to stay competitive against these technologies, which affects the
pace at which they will or even can be replaced by advanced technologies. Consider, for
example, the insurance agents who are competing with automated websites by going beyond
simply selling policies to also providing other forms of risk-related value, such as workplace
safety training, as we go on to discuss. Meanwhile, workers who are creating new kinds of
value in this and other ways will continue to persevere in their jobs, which should be
factored into predictions about the impact of advanced technologies on human behavior —
and society more generally.

Another practical application of the research we go on to discuss, though a less desirable
one, is the development of even more advanced or competitive technologies by learning
from workers’ adaptation practices: for example, while today direct-to-consumer websites
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primarily match customers to (simple) policies via algorithms, in future, they could also
become centralized platforms for a suite of other services that include, for instance, safety
training, thereby learning from or mimicking what human agents are currently doing. This of
course raises questions about the ethics of recruiting ordinary workers into ethnographic
studies — gaining access to their homes, communities, and workplaces in the process — with
the explicit intention of using this data to develop technologies that put their livelihoods at
even greater risk. It also assumes that that more automation is always preferred, if not always
more cost-effective, a highly suspect view for reasons that include the capital it takes to
develop such technologies: see, for instance, Steve Loht’s (2019) recent article for The New
York Times on the often prohibitive costs of training artificially intelligent systems.

Fortunately, studying workers’” adaptation practices can not only guide the development
of new technologies that compete with them, but also help them. That is, instead of
preseribing how workers can or should evolve, for instance, through a broader analysis of
industry trends, we argue there is more opportunity to learn from what workers are currently
doing, and partner with them in changing how they work to keep pace with new technologies:
for instance, providing software tools to insurance agents that help them quote policies and
get back to their customers faster — an observed and explicitly-stated need, as we go on to
explore below. This application of our research may be particularly relevant for organizations
that wish to demonstrate their loyalty to — and partner with — workers as they grapple with
change in automation-affected industries: for instance, pharmaceutical companies that
employ both human and digital “agents” to sell their products. Workers often have an idea
of how they would /e their jobs to evolve to stay both meaningful and profitable to them,
and they can be shrewd assessors of the kinds of tools-, skills- and knowledge gaps they
must close to stay competitive, as we go on to show. Tailoring solutions to address these
gaps can be an effective way both to build closer relationships with automation-affected
workers, and help them to adapt to change successfully.

To be sure, as we go on to explore below, adaptation is not always easy. While workers
may have an idea of how they would /e their work to evolve to compete with new
technologies, they often lack the practical resources to do so, which presents opportunities
for organizations with a stake in these workers’ survival — e.g. governments, foundations,
suppliers — to assist and, thus, build closer relationships with them. This paper uses the term
“tactics,” as defined by Michel de Certeau (1984) in The Practice of Everyday Life, to describe
how workers are adapting to new technologies precisely because it encapsulates the
limitations of their responses. Unlike “strategies,” according to Certeau, tactics are
fundamentally defensive; workers have no “base where [they] can capitalize on their
advantages,” or secure whatever gains they may have made (xix). Similatly, today’s workers
must evolve further to stay competitive; there are few adaptation methods that put them
permanently beyond the threat of advanced technologies, and even short-term gains can be
difficult to secure with the limited resources they currently possess, as we go on to show.
This paper proceeds to discuss some of the occasionally intractable challenges hindering
these workers’ ability to compete with advanced technologies — including, rather ironically,
their struggle to access sufficiently sophisticated digital tools in their daily work — while also
lluminating possible ways that outside actors, for instance our clients, can help.

But what about the ways that we, as applied ethnographers, assist our clients? As yet
another, perhaps principal, application of the research we disclose below, insight into the
unique value that humans contribute over automated services may also help firms pursuing
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multi-channel strategies to develop a coherent vision of when a human agent or sales
representative, for example, is more valuable than an algorithm. Several EPIC community
members including Oreglia and Kitner (2013) have discussed the critical role of salespeople
as “gatekeepers,” shaping how customers see and even use many products. For instance,
even though many direct-to-consumer websites today are capable of selling personal lines
policies to (moderately) high-net-worth individuals, shox/d they? Or would marketing dollars
be better spent in funneling these customers to human agents who are both more skilled at
selling them the complete package of coverages they need, as well as more adept at keeping
these customers with providers long-term by delivering the “white glove” service they
expect? As applied ethnographers, one of the primary ways we can be useful to our clients is
by unravelling their established orthodoxies not only about the technologies they adopt or
implement, but especially about the designated roles and presumed value of the people they
employ.

LITERATURE REVIEW

Are automated technologies good or bad? In the future, will they lead to mass
unemployment or help make work more fulfilling for more people? These questions
obviously have major social, political, even environmental (Ford 2015) implications and,
thus, have occupied scholars from a range of fields. As early as 1974, political scientist Harry
Braverman argued in Labor Monopoly and Capital that companies are and will continue using
automation to replace or simplify skilled jobs. Braverman viewed such technologies as a tool
of control by management, leveraged to weaken the power of workers in the labor market
and hence to strengthen the position of the company. Notably he thereby elides the leverage
that workers have in their unique skills, talents, and particularly resourceful agency, as we go
on to show. Subsequent scholars refer to this as “Braverman’s universalist thesis of
deskilling” (Bricken et al 2017, 4); according to his theory, machines will eventually,
universally, replace workers. Many commentators since have embraced similarly fatalistic
concerns. For instance, Brynjolfsson and McAfee (2014) raise anxieties about deepening
social inequality as result of advanced technologies. Only some highly skilled workers will be
able to “create and capture” the value of these technologies, they argue, while other,
“ordinary” skilled workers will likely become susceptible to substitution, seeing their wages
fall. Martin Ford (2015) even goes so far as to warn of worsening climate change as a result
of automation when, faced with economic insecurity as a result of widespread worker
displacement, politicians will prove even less capable to “address the dangers posed by
climate change” (283-4).

Indeed, much of the contemporary discourse around automation in the workplace is
haunted by a sense of impending doom for workers. The Wall Street Jonrnal warns of “White
Collar Robots, Coming for Jobs; The Economist, often fairly optimistic in its approach to new
technologies (not to mention conservative in its projections) submits, “The combination of
big data and smart machines will take over some occupations wholesale, [or in others] allow
firms to do more with fewer workers” (2014, 23). Though, of course, some academics have
been more circumscribed in their predictions: Oxford professors Benedikt Frey and Michael
A. Osbourne (2013), for instance, estimate that nearly half (46%) of American jobs may be
susceptible to substitution by automation in the next two decades, but, crucially, they do so
without making any predictions about the number of jobs that will act#ally be automated, nor
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do they speculate about what the consequences of rising automation are likely to be. And
circumspection 7s required: as scholars such as Teigland and colleagues (2018) have also
noted, the extent to which automated technologies will be adopted, particularly as a
replacement for human workers, is likely to depend on a number of external variables,
including but not limited to the commercial availability of these technologies; the cost of
implementing them; their perceived economic benefits; and evolving legal, ethical, and other
regulatory frameworks that govern them, which may constrain where and how such
technologies may be used, or what protections will be available to workers.

We aim to add another variable to this (by the perspective of some, comforting) list: the
adaptation of everyday work by the ordinary worker. To reiterate, we submit that it is not
possible to predict the extent to which automated technologies are or will be “displacing”
workers without understanding the ways these workers are already responding to, and even
successfully resisting, the effects of these technologies on their work. As social scientists
have been arguing for decades, technologies are not created nor adopted in a vacuum; rather,
they “exist and function within social systems and are consequently conditioned by them,” in
the words of esteemed anthropologist Leslie T. White (1959) (27). Hence, in order to make
predictions about the future of the workforce, or even to understand the relationship of
workers to new technologies in the present day, it is paramount to understand how ordinary
workers are using advanced technologies in their daily practices; how they see themselves in
relationship to new digital competitors; how they are evolving their work to stand out from
these competitors; as well as what challenges they face throughout this process.

Fortunately, a number of scholars in the fields of Labor Process Theory, Information
Systems (IS), Social Shaping of Technology (SST), as well as the EPIC community have
redrawn attention to the modern workplace as a “contested terrain” in the words of labor
process scholars Thompson and Harley (2007, p. 149) — that is, as a space not only where
advanced technologies are playing a more prominent role, but also where human agents are
taking steps to counter their (sometimes nefarious) effects. Borkovich and colleagues (2016),
for instance, have explored how office workers are repurposing the very connected devices
(e.g. cell phones, mobile computers) that render them “always on” at work, or more
susceptible to the demands of their employers, to practice perrugue, that is, to “pilfer” their
employers’ time for their own personal, private purposes (5). Moore, Aktar and Upchurch
(2013), similarly limn the subversive practices of warchouse workers who, when instructed to
wear new technologies designed to monitor productivity and performance (e.g. step
counters, movement trackers, even heart rate monitors), decided “not to care,” in the words
of one laborer, actually reducing the effort and alacrity with which they operated. Within the
EPIC community, Stayton and Cefkin (2018) have sketched a beautiful portrait of the way in
which the caring actions of transit operators — for instance, liaising with local law
enforcement, comforting distraught customers — cannot be “formalized into computational
procedures” (336); that is, in their very existence and excess, they would seem to defy the
“logics of efficiency” underlying many automated systems (225). In each case, these scholars
underline the resilience and resistance with which many workers are grappling with, not
merely bowing down in submission to, advanced intelligent systems.

This paper adds to these scholars’ small but growing number by drawing on findings
from studies that ReD Associates has conducted over the past several years with “ordinary
workers” in professions threatened by automation. Our aim is to unpack the ways these
workers are resisting competition from new technologies, how they think about or describe
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their work, how they actually perform their jobs, and the customers they serve, as we go on
to detail in a later section. Underpinning our argument — as well as, we would argue, the
orientation of the papers above — is Michel de Certeau’s The Practice of Everyday Life. Of
course, his work is often credited as having refocused the attention of social scientists on
end users, or the consumers of “representations” (read also: goods and services), to study
how these users employ them in ways their producers (read: our clients) do not always
envision nor intend. Yet more apposite for our immediate concerns, Certeau also gives
priority to the ways ordinary people respond to, re-appropriate, and even subvert forces
intended to influence or control them, for instance, by introducing ambiguity into everyday
acts such as cooking, shopping, or even walking. By making these acts mean something
different from what the “producers” or people who shape these activities intend (read: the
creators and implementors of advanced technologies), ordinary people (read: workers) have
the ability to enact a kind of counter-hegemonic uncertainty or instability (read: the robots
have not yet won).

Again, how inevitable is it that full or partially automated technologies will result in
widespread job loss? It depends, not only on the technologies themselves, how quickly they
develop, by whom and in what ways they are applied — amongst other variables — but also on
the workers and the agency that they exercise in resisting or adapting. To be sure, adaption
practices that enable workers’ continued survival despite competition from new
technologies, we submit, can be seen as effective resistance tactics. Though, it is crucial to
note that the resistance we describe here and to follow is against new Zechnologies, not against
these workers” employers or partner-suppliers; indeed, frequently the workers we met framed
their adaptation tactics as actually helping their employers or suppliers, who rely on their
continued existence as a crucial channel for sales, even sometimes alongside or in
complement to direct-to-consumer websites. As Howcroft and Taylor (2014) observe, and as
we have also noted above, much of the debate around the future of the workforce and
automation has been striated with a sense of “technological determinism,” or an assumption
that advanced technologies have the ability to transform society as kind of “god from the
machine,” with dire and inevitable consequences for humans (1). We intend, in this paper,
that a renewed focus on the everyday practices of ordinary workers, and on their “wandering
lines” and “errant trajectories,” to quote from Certeau (xviii), will serve at very least to
complicate this view and seck, alongside Howcroft, Taylor, and others, to ground theoretical
debates in emerging empirical realities. Machines are not — like the Greek gods of old —
infallible, nor workers without resilience and resources, as we soon go on to show.

METHODS

But first, which workers are we talking about? Over the past few years, ReD has
conducted several ethnographic studies for private sector clients that enabled our researchers
to spend considerable time with professionals in industries being affected by automation,
namely with independent insurance agents; pharmaceutical representatives; medical device
dealers; and medical device technicians. In the largest and most recent of these studies,
several ReD researchers — including two of the authors of this paper — embedded ourselves
for a full week inside 6 small-to-mid-size independent insurance agencies in Illinois,
Wisconsin, Nevada, Colorado, and Tennessee, conducting in-depth immersions with over 40
agents and customer service representatives, while also speaking to their customers, families,
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and community members. For the other three studies, our colleagues traveled to markets
across the US, meeting with 8 medical device dealers and 9 pharmaceutical reps, as well as to
France, Germany, Brazil and China, where they joined medical device technicians in 13
separate observations. In some cases, these professionals were the “primary respondents” of
the studies, or the workers whose attitudes and practices the researchers were most
interested to study and observe, while in other instances they served as “secondary
respondents,” whose perspectives were critical for helping the researchers map the broader
social or industry ecology in which the primary respondents, such as patients being treated
for sleep apnea, were situated. To be quite specific, insurance agents served as primary
respondents in their respective studies, while the pharmaceutical representatives, medical
device dealers and medical device technicians were recruited as secondary respondents.

In meeting with these respondents, both core and secondary, the researchers employed
standard ethnographic research methods including participant-observation, semi-structured
interviews, as well as exercises to surface respondents’ underlying mental models, for
instance of the landscape of insurance providers. To be clear, understanding workers’
responses to automation was the not the explicit focus of any of the studies, which pursued
other research objectives determined in collaboration with our clients; though, it did come
up frequently as a topic of preoccupation both in the researchers’ notes and in their post-
tield reflections. In preparing this paper, we have skimmed relevant insights from the surface
of our colleagues’ fieldnotes and from our own internal conversations and reframed these to
speak to this question of automation and agency. Each of the subsections of our findings
chapter to follow opens with a “postcard” from an automation-affected worker: their stories
are composites and have been lightly fictionalized and pseudonymized to protect the
respondents’ identities.

FINDINGS: THE ADAPTATION OF EVERYDAY WORK

This section is organized into three sub-chapters, each of which demonstrates, using
examples from the field, how professionals in automation-affected industries are adapting to
compete with automated technologies that threaten their businesses or livelihoods. In
particular, the first discusses how workers are evolving how they think about and describe
their work to others; the second, how they are adapting their actual work practices; and the
third, how they are even, in some cases, moving to serve new kinds of customers. Each sub-
chapter also includes a discussion of the challenges these professionals face either in
attempting to apply these tactics or as a result of them. To reiterate, we employ Certeau’s
term “tactic” to describe these professionals’ techniques of adaptation because it highlights
the clear limits of them. Unlike the “strategy” which is methodical and planned, the “tactic”
is spontaneous and un-homed, seizing opportunities “on the wing,” as Certeau puts it,
without the vantage point to plan a larger attack nor the terrain to consolidate its victories
(xix). Methods of adaptation as we go on to describe are cleatly tactics in that they are
attempts by these workers to “manipulat|e] events in order to turn them into opportunities”
(xix). But, as manipulations, they are always-already responses, or defensive measures to hold
off the advance of powerful adversaries, which as unpleasant as it may be, are often our
clients, the companies making and implementing intelligent technologies.
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Tactic #1: Adapting how they define their work (i.e. identities and values)

Panl is a medical device repairman, based in France. His job involves the fairly routine tasks of
troubleshooting problems with patients’ CPAP machines, used in the treatment of sleep apnea, as well as
downloading the data these machines collect about how many apneas patients experience at night and how
long they wear the device onto an SD card, for transport back to physicians’ offices. But his work also
involyes many more “softer” functions, such as teaching patients how to properly use the machines and
ensuring proper adberence, for instance by lightly admonishing patients who haven’t been using them regularly.
In an increasingly digital age, in which medical devices may likely soon be able to relay basic information to
Physicians directly via the internet, without the need for in-home technicians to collect it, Panl nevertheless feels
confident of his job security, and has the appropriate language to describe what he does every day: he sees
himself and bis colleagues as not only technicians but also “engineers, doctors, counsellors, psychologists —
everything all in one.”

The process of adapting professional practices starts with changing how workers think
about their work and describe it to others — including to ourselves and our colleagues. This is
the first and highest-order tactic our researchers observed in that it involves a fundamental
redefinition by workers of the “hard” and increasingly “soft” skills their jobs entail and the
value these hold for others. Paul, for example, sees — and increasingly presents — himself as
providing crucial aspects of patient care, not only troubleshooting problems with
technological devices, which may soon be serviced digitally via enhanced Wi-Fi capabilities.
To provide some context, many modern medical devices are moving in the direction where,
soon, they will likely be able monitor and troubleshoot themselves. While today, CPAP
machines, for example, still require the physical presence of a technician to download data
onto an SD card, in the future, these machines will likely able to transmit data back to
physicians’ offices autonomously. However, in response to this pressure from automation —
among other forces — many technicians are resisting replacement by technology by
expanding the tasks they perform beyond “mere” data collection, device repair, and cleaning,
into more tasks involving human “soft skills,” such as teaching proper device use and even
providing much-needed social stimulation for shut-ins. For instance, one technician spent a
full 45 minutes talking a patient throughout how to properly remove and replace her CPAP
mask, for instance, if she needed to use the bathroom during the night. In this respect, these
professionals resemble more in-home nurses or social workers — “technicians, engineers,
doctors, counsellors, psychologist, everything all in one” — rather than specialized industry
technicians. To be sure, mere “technician” hardly seems adequate to describe all the myriad
responsibilities these workers’ jobs now entail.

Devon, an independent insurance agent, similarly sees himself less as an “insurance
broker” and more as a “consultant,” providing people with all the ingredients they need to
run a successful business or household, which includes but is not limited to providing proper
risk protection; for instance, Devon also provides workplace safety training tutorials and
materials to his commercial customers. “Consultant” — or “strategic insurance consultant,”
as another agent put it — was a term several independent agents used to explain to us how
they were evolving their work to be more valuable to customers beyond (or even as a more
accurate description of) what it means to match a customer to a best-fit policy. Other agents
preferred “educator,” to emphasize their role in explaining the complicated coverages and
conditions of a policy; others, “customer advocate,” to focus attention on their value as an
intermediary who negotiates a fair price with providers and ensures prompt and proper
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payouts in the event of a claim. What all these terms have in common is their ability to
highlight the uniquely human value these agents add above and beyond a mere website,
which cannot, in these agents’ eyes, adequately assess an individual’s (or business’s) complex
needs; communicate and clarify complicated information in real-time; nor advocate for
customers’ interests to ensure their needs are being met, since, with digital websites, the sales
channel and the provider are one and the same. In other words, these self-ascribed labels
capture a new reality — a new set of “soft” skills that are relevant in these workers’ daily
practices, and a new set of values that they deliver to customers — which older terms used in
their industry, such as “agent,” “broker” or (worst of all) “middleman,” do not.

In some situations, the agents almost seemed liberated by these terms, if also by the
ways they were changing their jobs to respond to digital competition, finding a new level of
dignity in their work. For instance, one customer service representative, a young business
grad recently out of college, seemed genuinely pleased by the possibility that, soon, he would
no longer have to spend hours completing quotes for small businesses, many of whom
already can or will soon be able to purchase policies through direct-to-business websites.
Instead, he would be able to spend his time helping the senior “producers” on his team
chase down large accounts — for instance, major mining and construction companies
— worth six figures in annual commissions for the agency if they land them. The senior
agents in his office felt roughly the same: after years of feeling like “used car salesman,”
paper shufflers fighting to command even a little of people’s time and respect, they now see
themselves as more like the “consultants” or “problem solvers” they have always aspired to
be. Rather than clocking long hours in the office filling out forms, they now spend most of
their days talking to business owners on-site about their needs, working with underwriters to
accurately assess the risks of complicated companies, reviewing existing policies for ways to
save their customers money, and even teaming up with agents in other offices to strategize
how to win their region’s biggest accounts. One principal’s eyes beamed as he talked about
how an out-of-state agent was flying in to help his agency win a major residential care
franchise.

But, again, we do not wish to overstate the benefits of automation, nor to make it sound
as if these workers’ adaptations to increased competition from digital channels has been easy
— nor that their efforts are even over. To some degree, the challenge facing agents is the
enduring nature of stereotypes: the ardor and frequency with which these agents and medical
technicians talked to our researchers about how #hey saw their work, and what terms #bey used
to desctibe it, is a testament to the fact that they were not yet comfortable that others see it
the same way. One agent even wrote a poem defending the virtues of the misunderstood
“salesman,” suggesting that he felt others did not share his respect for his profession.
“Misrecognition,” to put a label to the professionals’ pain, not only “hinders a person’s
successful relationship to their themselves,” or their self-respect, in the words of Mattias
Isser (2013) (with “recognition” being a “a vital human need” to quote from philosopher
Charles Taylor [1992]), it also, in our analysis of these workers’ situations, threatens their
future. That is, if the public does not recognize these workers’ new value or contributions,
for instance by adopting the new terms agents use to describe their work, then they may not
learn to prefer them over digital channels. Notably, the insurance customers we met who
seem to find the greatest value in their agents often used terms other than “insurance agent”
to describe them, such as “advisor,” “coverage expert,” “community leader,” “advocate,”
even “friend.” Conversely, the stubbornness of language, or people’s residual use of
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“insurance salesman” to describe the profession, in our gloss of these workers’ dilemma,
perhaps points to a recalcitrance of thought, in which case the agents stand little chance
against the robots. Hence, workers are not only adapting how they think and talk about their
work, but also backing up their claims by operating in new ways in the service of new types
of customers, as we now go on to explore.

Tactic #2: Adapting how they perform their work (i.e. everyday practices)

Cynthia is a pharmacentical representative operating out of Florida. In the “good old days,” when she
met with clinicians, she’d take them out to a nice lunch, ask about their spouses, kids, and grandkids, maybe
finally get around to asking about their contract with suppliers. Easy. But today, she spends a lot of time
beforeband reading up on the latest medical discoveries, scrolling health websites and monitoring patient
threads. The clinicians she meets now expect her to be an excpert not only on ber company’s products, but more
generally on the disease area. With more competitors and more direct-to-clinician sales channels, Cynthia feels
increasing pressure to stand out and prove value to her customers. 1t’s becoming barder and harder to get face
time with doctors and office staff. When she can, she needs to make it worth their time as well as bers.

As a pharmaceutical representative who has been assigned a specific sales region within
southeastern Florida, Cynthia does not have much control over the customers she serves; to
an extent, these are determined by her regional sales director. But she does have control over
how she engages these clinicians, for instance, by spending more time focused on what they
need and the value she can provide them, such as information on new treatments and
medical discoveries. To linger with this example a little longer, in a more sober modern era,
clinicians no longer want (or want to appear to want) fancy perks or boozy lunches; they
want to know if you can help them do their job better, for instance, in less time, with
improved outcomes, or supported by more effective relationships with patients — ideally all
three. Direct-to-clinic channels hold the promise of greater convenience, an “easier” way for
clinicians to buy what they need. But only human sales agents can truly help clinicians serve
their patients better, for instance, by helping them keep on top of new medical discoveries;
see, touch and explore new products first-hand; or even gain insight into patients’ unique
challenges and experiences. Hence another healthcare worker, a medical device dealer named
Keith, took care to show clinicians how to help patients practice proper device use, for
instance, while on vacation and away from their normal routines.

The above is only one example of the way in which professionals are keeping pace with
automation-driven change by adapting their work to a) deliver new kinds of value to both
customers new and old, as we go on to further discuss below. But professionals are also
adapting how they perform work in other ways, secking to deliver this value in b) shorter time
frames, and c) with greater flexibility availability and demands on their own time. All three
“sub-tactics,” so to speak, can be seen as directly targeted against direct-to-consumer
competitors, which a) proffer a value proposition of enhanced efficiency, and b) to that end,
complete processes rapidly, heightening consumers’ expectations for faster service, while ¢)
also being available for access 24/7, in part by routing customer queties to fully- or partially-
automated customer call centers located in the global south (with service reps who ate thus
available during work days in northern countries). In what follows, we begin with a deeper
discussion of how professionals are attempting to deliver new types of value beyond, and in
opposition to, a logic of convenience, and then move on to analyzing the other two sub-
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tactics — shorter time frames and greater availability — closing with a discussion of the
challenges all three pose.

Delivering new kinds of value. ..

As an insurance agent in a small midwestern town, Devon is trying to stand out with
both his personal and (small) commercial lines customers by doing more than “just” selling
them an insurance policy. For instance, every morning he scours the internet for interesting
articles he can share, such as “10 things you need to know about having a teenager drive,” or
“how to winterize your home,” hoping customers will see him as a broader source of advice
beyond just “what insurance policy should I buy?”. He provides his (small) commercial lines
customers with materials to support their broader business, such as safety trainings, manuals,
and liability release forms, and even has ambitions to start producing videos that will help
small business owners not only protect, but also promote their company’s assets. Moreover,
whenever he visits a client of any kind, he asks them what else they need help with,
connecting them to another professional, such as a local plumber or accountant, even if their
problem is unrelated to insurance. In these ways, Devon is finding new means of proving
value to his customers above and beyond simply selling them a basic insurance policy,
something which, increasingly, direct-to-consumer websites are also able to do. While it is
possible to see Devon’s actions as intended to differentiate him from both human and digital
competitors, they feel particularly calibrated to combat a digital adversary, which (so far)
cannot give advice beyond “buy this policy,” nor provide additional resources and
connections to customers. Devon indeed told researchers that he sees his customers as
increasingly wanting to “do everything online,” cognizant of rising competition from direct-
to-consumer channels; within this context, it is possible to interpret his actions as adaptation
tactics.

To be sure, Devon’s leverage not only of his human knowledge and expertise, but also
of his unique social relationships seems especially crafted to differentiate him from non-
human competitors. Can Geico.com also connect you to a chartered accountant, specifically
one that you trust with your family’s 100-year-old business? Several scholars, including
eminent trust theorist, Russell Hardin, have observed that increasing distrust in our modern
society may be due to the fact that many relationships are now purely digital and not
embedded in a “rich enough network of broader relations to ground enforcement of any
norms” (2000, 8). That is, the provider behind a large direct-to-consumer website may have
little incentive to provide any one customer with impeccable service (though many unhappy
customers over the long term is likely to significantly damage their reputation), whereas a
local agent like Devon has “thick connections” to many clients at once, which aligns their
interests with his. That is, if he were to fail even one of his customers, many of his other
customers would likely find out, affecting his business. As another agent put it, her
customers are the people she encounters in the grocery store each day; “they know my mom,
they know [the agency principal] and [the agency’s principal’s] mom.” This network of “thick
connections,” and its resulting accountability then gives Devon the credibility he needs to
recommend local help, e.g. accountants, lawyers, as well as to find and to recommend
insurance policies.

Many of the insurance agents our researchers met, as well as the pharmaceutical
representatives and device dealers, indeed saw enhanced credibility or trust — built up over
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decades of loyally serving customers and through active involvement in their local
community, for instance as church aldermen or school council committee members — as one
of their chief advantages over digital competitors. Their adaptation tactic here, then, is not so
much altering professional practices, but rather continuing to behave in the same consistent,
customer-focused ways whilst ensuring their customers become more aware of the superior
value of 2 human salesperson over digital channels; it is, in other words, possible to see this
as an intensification, and greater amplification of existing practices rather than the
emergence of new ones. Can Geico.com really get you a quote within 15 min? Not a good
one, several agents told our researchers, in more or less the same terms. Fifteen minutes
filling out a superficial questionnaire is likely to produce a patchy policy that leaves many of
your assets at risk. Whereas an agent who is also the coach of your daughter’s basketball
team — who sits three rows behind you in church every Sunday morning — will take her time
pouring over every detail to make sure your best interests, and hers, are being looked after.
After all, she has multiple incentives to honor your trust: her whole business, not to mention
her broader standing in the community, depends on it.

...in shorter time frames. ..

The sub-tactic of delivering — and highlighting — unique kinds of value above and
beyond convenience is really about advancing a different kind of logic that goes beyond
mere efficiency and places the spotlight on higher human values such as trusted advice and
social connections. In other words, it attempts to shift the standards by which the industry
operates to ones that play to agents’ uniquely human strengths. Yet, in also trying to find
ways to reduce the time they spend on specific tasks, some professionals are also molding
their practices to fit the efficiency logics of digital systems rather than rejecting them
altogether. Melissa, like many of the agents our researchers met, was acutely aware of her
clients’ increasing expectations for faster service and working harder to meet these. In a
wortld where customers can get a quote from Geico.com in 15 minutes, not to mention hail
an Uber or download a movie in two, Melissa feels she need to return an answer to
customers “within at least 24 hours.” Fortunately, with the conglomerate rating system her
agency has purchased, Melissa can fill out a single form with her customer’s information and
receive initial quotes from several providers within a few minutes. This then gives her the
time she needs to “refine” her sense of the advantages and disadvantages of each of the top
quotes (which she chooses based on fit with her customer’s needs, not putely on price), and
prepare a polished pitch for the customer, thereby demonstrating her superior quality of
service and advice especially over a simple, price-focused algorithm.

This tension, between needing to get back to the customer faster whilst also
demonstrating superior service has led to some surprising innovations among workers. For
instance, one enterprising agent, at an agency that did not provide access to a conglomerate
rating system, frequently used providers’ direct-to-consumer websites to generate a ballpark
estimate for quotes: would they even be within the price range of her customers? This then
allowed her, like Melissa, to rule out bad-match providers quickly and get back to her
customer faster. This is perhaps the best example of a “errant trajectory,” to riff on Certeau,
in our data, or the use of a technology by a worker in a way that its producers likely did not
expect nor intend. To provide some context for this tactic, many insurance providers are
now pursuing multi-channel strategies, creating websites that sell their policies directly to
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customers, while also continuing to contract with independent agents who sell their policies
(among other providers’) while taking a cut in commission. Yet multi-channel does not
usually mean, in this particular sense, cross-channel, with one channel cannibalizing the sales
of another by turning the competition into a tool to improve response times with customers,
as this agent has done.

...with greater flexibility and availability

Increasingly “frictionless” digital encounters, both within the professionals’ fields and
outside them, are not only raising consumers’ expectations for speed, but also for availability.
This leads us now, briefly, to the third sub-tactic, which is adapting professional practices to
provide greater flexibility to customers. Digital websites, and the partially automated
customer call centers that support them, are now open 24/7. Agents, among other
professionals, feel they also have to be. One agency overhauled its phone operating system
so that instead of checking their voicemails intermittently throughout the day, the agents
now automatically receive a text message when they have a new voicemail from a customer,
even if they are at home or otherwise out of the office. And increasingly, their agency owner
expected them to listen to, and even answer these voicemails. Another agency reshuffled its
pool of customer service representatives so that, instead of waiting for “their” CSR to get
back from a break, any customer could be served immediately by any CSR, using their
comprehensive file in the customer relationship management system. In this way, the agency
aimed to ensure that a customer could always promptly reach an agent if they had questions
about a quote or existing policy. Devon, mentioned eatlier, even devised a way to make
himself available for sales pitches, not only inquiries after hours, by filming himself
explaining coverage options. His millennial customers, he explained, hate taking time out of
their workday to meet him in person. So now they don’t have to. They can simply open his
video from an email and learn all about their coverage, texting him if they have questions or
have decided on a particular policy. These videos are almost as easy as logging onto a
website, but much more information-rich and personable: they can still “see my face...laugh
at my jokes,” as Devon relates.

Of course, competing with automated websites that have no need to sleep, eat, or go
home to their families is not easy, leading us now into a discussion of the unmet needs and
challenges of each of these sub-tactics. To continue in order, it can be difficult, firstly, when
delivering new kinds of value, to figure out what goods or services customers actually need
or find useful. Devon’s scattershot “fixer” approach, spending his time surfing the internet,
learning how to make marketing videos on his iPhone, and building a portfolio of local
repairmen to recommend, is not likely to succeed, as even he is well aware. What he really
needs is insight into his customer’s core problems — particularly related to risk, an insurance
agent’s core expertise — so that he can develop unique solutions that help him stand out
from his competitors, both digital and non-. But few professionals have the resources, time,
or even skill to fully comprehend their customers’ problems, nor may their customers find it
straightforward to articulate to them what it is they actually need. Hence, in a sense, what
these professionals need is an applied ethnographer to conduct immersions with their clients
in order to surface a set of unmet needs; by addressing these needs, they could then make
themselves more valuable and less easily replaceable. Unfortunately for Devon, as for many
of his peers, these services are largely beyond his financial means.
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What about the second sub-tactic? What challenges are professionals, specifically agents,
encountering in, or as a result of, their efforts to respond to customers faster? The first and
most obvious challenge here is mental and physical exhaustion, as these agents try to
complete the same work in less time, often while also providing higher levels of service to
their customers. But practically speaking, as these professionals told and showed our
researchers who looked over their shoulders as they entered customer information into the
quoting systems, they need more automated tools, especially for data entry. In other words,
these agents wanted more auto-fill features in their existing quoting software systems as well
as entirely new tools altogether, such as a conglomerate rating system for small businesses,
which would help to reduce the time they spend completing quotes and free up time for
demonstrating their uniquely human value, for instance by creating more “refined” or
detailed quotes for customers, or by showing empathetic care — one of the agents even sent
her customers wedding anniversary cards. This is, we think, one of the most provoking
tindings from our research, as it relates to the question of how new technologies are
impacting professionals’ daily work: automation in one area of these professionals’ industry
(e.g. sales) heightened demand for enhanced automation tools in another (e.g. data entry).
Fortunately for the agents, some of these tools, such as advanced customer relationship
management systems with auto-fill features, already exist; it’s merely a matter of making
them more widely available. Others, such as a conglomerate rater for (small) businesses, are
(allegedly) in development.

The consequences of the #hird sub-tactic, or challenges related to the ways in which
professionals are making themselves more available to customers, are not so easily addressed
with existing technologies — or even any kind of technology. To put it simply, how do you
help professionals set better work-life boundaries? Several scholars, including Howcroft and
Taylor (2014), have also drawn compelling attention to professionals’ struggle to contain
work responsibilities in a digital age when connected technologies make it possible for
anyone to be reached any time; Ens and colleagues (2018), too, show how the very
connected technologies that have enabled more professionals, such as “digital nomads,” to
work remotely also make it harder for them to “feel competent managing their tasks and
time” (5). Still, it’s difficult to understand what kind of intervention would be helpful here;
the change that is required seems much more systemic and cultural. Our firm recently
conducted research for a telecommunications company in Central America and found that,
generalizing slightly, it is not uncommon there to reply — or expect to receive a reply — until
at least a day after an initial message was sent. In part, this attitude is a result of intermittent
connectivity in the region — service outages frequently prevent people from replying
promptly, which has helped to create a culture where delays are accepted, even the norm.
Nonetheless, this seems the kind of cultural consensus — almost collusion — that is required
in order to free these agents from the increasing pressure they feel to compete with digital
websites by making themselves available at all hours, a losing battle in many respects.

Tactic #3: Adapting who they serve (i.e. customer composition)
Melissa is an insurance agent, working in a mid-size agency in Idaho. She quit her job at a bigh-end
hotel a few years ago, when the wealthy customers she bad helped to organize events for became excessively

demanding, keeping ber at work at all hours. In moving to insurance, Melissa hoped to find a more relaxed
environment. But these days, at her agency, she finds berself serving more and more of that same type of
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wealthy, discerning customer. Often, lately, Melissa actually (politely) hangs up the phone on young couples
who want a policy for their first home, or college students who need a basic anto coverage. She knows that,
even if she spends time talking to these value-minded customers, they will likely end up going online to buy a
policy directly from a provider anyway. She ‘Just can’t” waste ber efforts on them. But higher-end customers
more often prefer, and require, her advice: their needs are much too complicated for an online form and
algorithm. She is slightly nervous about this shift in ber customer base, but also confident: after all, she has
successfully served this customer profile before.

Many businesses serve more than one type of customer. Some make this diversity
explicit with a customer segmentation; a few develop unique strategies for serving different
customer segments, for instance, with targeted products or promotions; others may even
decide to specialize in a particular subset of customers, seeking greater efficiency and higher
returns, especially when threatened by increasing competition in their industry. Melissa is no
different. When faced with increased competition from direct-to-consumer websites, she
chose to focus her efforts on a specific niche of her customer base: high-end customers with
many different assets to protect, who cannot be so easily served by a digital distributor. We
saw this as a common tactic among the insurance agents, who have some control not only
over the providers they contract with, but also the customers they serve, partly as result of
their freedom to choose which products they sell. For instance, another agency our
researchers visited was in the process of shifting its product portfolio, customer service
experience, as well as marketing outreach to better attract commercial, rather than personal
property and casualty customers. Currently, most direct-to-consumer websites sell only
simple personal lines insurance to individuals or families, that is, basic auto, home, or
contents coverage. Small businesses may, soon, be able to buy their insurance online, yet
many experts predict very large or complex businesses, such as high-risk trucking outfits, will
continue requiring the help of a human agent, in collaboration with an underwriter, to
purchase insurance, perhaps indefinitely. Hence the agency was in the process of pursuing
commercial businesses both large and small as new customers, though, the rapid pace of
automation means that they will likely have to shift their tactics yet again as soon as websites
for small businesses become available on the market — as mentioned above, there are
strikingly few ways for workers to adapt permanently to, or consolidate their gains against,
technological competitors.

The quest to find a lee in the rapids of digital disruption also explains the tactics of
another agency owner, Barb, who was in the process of evolving her business to sell new
kinds of insurance products beyond property and casualty insurance, such as life and health,
when we met her; selling different kinds of products is a key way that agents can reach new
customer groups. Although competing with online distupters by attracting a new group of
customers was not an explicit reason Barb gave for diversifying her product line, it is easy to
interpret her actions as instigated by the need to differentiate not only from human
competitors but particular from digital ones. For instance, the act of buying life insurance
brings up many customers’ fears around death, as Barb told us; hence it requires a gentle
touch and deep understanding of human psychology to successfully sell these kinds of
policies — warm, human traits that a transactional digital “agent” or direct-to-consumer
website may struggle to embody. Moreover, health insurance, at least in the US, is often
provided through employers, who require large teams of agents to negotiate discounts on
policies with providers, explain the specific terms of these policies to their employees, and be
available for questions from these employees at all hours, preferably in person. To be sure,
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our researchers stood by as Barb’s agents fielded calls, distributed materials, and prepped for
coverage presentations at the nearby offices of the city government, one of the agency’s
healthcare clients. In these ways, that is by selling new products — life and health insurance —
to new types of customers, Barb had clearly found ways of playing to the strengths of her
human agents with whom digital channels could not easily compete.

Of course, when it comes to holding off digital competition by serving new customer
groups, insurance agents may have it easier than workers in other industries because they
have the ability to sell a range of products sought by a variety of customers who operate in
different ways relative to new technologies. That is, again, the act of buying a policy to
provide for your loved ones in the possible event of your death carries a different emotional
valence from buying a simple auto insurance policy. It requires calculating different sums —
not, “how much is my car worth” but rather “how much will my family need to keep going
day-to-day?” — as well as considering alternative hypotheticals — not, “how likely is it that
windshield will be damaged by hail this summer?” but instead “how likely is it that I'm going
to die before my loved ones?” These are much more agonizing, less straightforward
questions. Customers’ reluctance to grapple with these questions on their own, without the
help of a trusted advisor, then creates an opening for human agents who are able to help
them almost as a pastor or therapist — one of Barb’s star workers, Melinda, in fact cited her
degree in psychology as fundamental to her success as an agent. Whereas, in other industries,
where products and sales process are more standardized and standardly transactional (e.g.
consumer goods), retail workers may continue to struggle to differentiate themselves from
online platforms (see: the rise of Amazon).

Still, the tactic of remaining profitable by pursuing new customers — even for insurance
agents — is not without its challenges. In particular we saw that these workers struggle to a)
reach and build connections with new customer groups; b) develop expertise in the new
kinds of products these customers seek; c) learn the right kinds of skills for attracting and
serving new customers, both before and after the purchase; and d) hire skilled staff to help
them win new, less familiar customer groups. Barb indeed grappled with this final challenge
until Melissa fortuitously quit her job at a large healthcare provider and agreed to join her
small agency. Melissa, profiled above, was among the more fortunate agents in our sample:
she was able to a) build connections with new, higher-net-worth customers through her
colleagues in commercial lines, who referred her to their wealthy business owners; b)
develop expertise in new, more complicated products with the assistance of her agency
principal and mentor, Elaine; ¢) gain the skills for serving high-end customers by drawing on
her past experience in hospitality; and d) get access to qualified service representatives and
junior agents through the national agency network her agency belonged to, which kept an
up-to-date talent pool. But many of the other agents we met lacked these advantages, raising
questions of their likelihood of successfully adapting to automation, at least without help
from others, such as the providers who (still) contract with them to sell their policies.

CONCLUSION

Once more, to what extent will increasing automation lead to widespread
unemployment? To revise our previous answer: it depends, not only on the workers
themselves, and the ways they are evolving their daily work as we have shown in the above,
but also on the organizations who have a stake in these professionals’ futures, including
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corporate suppliers and vendors, non-profit foundations, even governments. All of these can
play a role in helping workers transition into a more digitized economy. For instance, in our
work with our private sector clients for these studies, we helped them develop solutions to
some of the challenges professionals face, such as better ways for pharmaceutical
representatives and medical device dealers to demonstrate value to clinicians, as well as new
training resources for insurance agents, to help them become more knowledgeable in the
complicated insurance products their new groups of customers seek, among others. Of
course, there were a limited number of interventions our clients were abl to make, given
questions of costs and feasibility, or felt that it was in their zuzerest to make, given the core
focus of the studies. Still, it is easy to envision other potential client-partners or applications
for this kind of research, such as governments who wish to come to the aid of regional
workers; technology companies who want to offset or mitigate the impact of their products,
not only develop more competitive ones'; or even large corporations undergoing digital
transformations, who want to understand how workers on the frontlines are being affected
by this process and, based on this, develop new tools and solutions to ease their transition
into novel ways of working.

As our research with four “endangered” professionals has shown, workers are on the
frontlines of disruption in their industry, possessing firsthand knowledge and expertise.
More employers and organizations should find ways of tapping into this insight as a valuable
resource. But, first, they would do well to acknowledge workers as agents with a particular
vision for how they want to conduct their work and which specific methods to employ to
carry it out, even if they occasionally require external assistance. Hence, we end with a call to
recognize agents as agents, as ironic as this may sound, and for more efforts to partner with,
not parent, workers as they strive to adapt their everyday practices in an increasingly
automated age.

Tamara Moellenberg is a Senior Consultant at ReD Associates, based in New York City.
Morgan Ramsey-Elliot is a Partner at ReD Associates, based in New York City.
Claire Straty is a Manager at ReD Associates, based in New York City.

NOTES

A very special thanks to our colleagues at ReD, who have helped in myriad ways with the gestation
and development of this paper, including Millie Arora, Stefanie DeAngelo, Aliya Bagewadi, Camillo de
Vivanco, Maria Cury, Brendan Muha, Valetie Giesen, Nanna Batlby, and Nelson Saldana. We are also
deeply grateful to the respondents who opened up their lives, homes and workplaces to us.

1. See, for instance, Sandra Upson (2018) on how some technology firms are investing in retraining
the workers their technologies have displaced, an effort which we argue could be better guided by

ethnographic research.

REFERENCES CITED

Anonymous. “The Future of Jobs: The Onrushing Wave.” The Economist 410 (8870), January 18, 2014.
https:/ /www.economist.com/briefing/2014/01/18/the-onrushing-wave.

2019 EPIC Proceedings 121


https://www.economist.com/briefing/2014/01/18/the-onrushing-wave

Baldwin, Richard. “White-Collar Robots are Coming for Jobs.” The Wall Street Journal, January 31,
2019. https:/ /www.wsj.com/articles/white-collar-robots-ate-coming-for-jobs-11548939601.

Borkovich, Debra, Robert Joseph Skovira, Federick G. Kohun, and Jennifer Breese. 2016. “La
Perruque’ in the American Digital Workplace: Stealing Company Time.” Issues in Information Systems 17:
176-186. http:/ /www.iacis.org/iis/2016/3_iis_2016_176-18.pdf.

Braverman, Harry. 1974. Labor Monopoly and Capital. New York: Monthly Review Press.

Bricken, Kendra, Shiona Allison Chillas, Martin Krzywdzinski, and Abigail Marks. 2017. “Labor
Process Theory and the New Digital Workplace.” In The New Digital Workplace: How New Technologies
Revolutionise Work, edited by S.A. Chillas, K. Bricken, M. Krzywdzinski, A. Marks, 1-20. London:
Palgrave MacMillan.

Brynjolfsson, Erik and Andrew McAfee. 2014. The Second Machine Age: Work, progress and prosperity in a
time of brilliant technologies. New York: WW. Norton and Co.

De Certeau, Michel. 2011. The Practice of Everyday Life, 3rd edition. Berkeley, CA: University of
California Press.

Ens, Nicola L., Mari-Klara Stein, and Tina B. Jensen. 2018. “Decent Digital Work: Technology
Affordances and Constraints.” Copenhagen Business School. Accessed October 20, 2019.

https:/ /www.researchgate.net/publication/329450302_Decent_Digital Work_Technology_Affordan
ces_and_Constraints.

Frey, Carl B. and Michael Osborne. 2013. “The Future of Employment: How Susceptible are Jobs to
Computerisation?” Oxford Martin School. Accessed April 16, 2019.
https:/ /www.oxfordmartin.ox.ac.uk/downloads/academic/The_Future_of_Employment.pdf.

Ford, Martin. 2015. The Rise of the Robots: Technology and the Threat of a Jobless Future. New York: Basic
Books.

Hardin, Russell. 2006. Trusz. Cambridge: Polity.

Howcroft, Debra and Phil Taylor. 2014. ““Plus ca change, plus la meme chose?’ — researching and
theorizing the new, new technologies.” Technology, Work and Employment 29 (1): 1-8.

Iser, Mattias. 2019. “Recognition.” In The Stanford Encyclopedia of Philosophy (Summer Edition), edited by
E.N. Zalta. Accessed October 20, 2019.
https://plato.stanford.edu/archives/sum2019/entries/recognition/.

Lohr, Steve. “At Tech’s Leading Edge, Worry about A Concentration of Power.” The New York Times,
September 26, 2019. https://www.nytimes.com/2019/09/26/ technology/ai-computet-expense.html.

Moore, Phoebe V., Pav Akhtar, and Martin Upchurch. 2018. “Digitalisation of Work and Resistance.”
In Humans and Machines at Work, edited by P. Moore, M. Upchurch, X. Whittaker, 17-44. Cham:
Palgrave Macmillan.

122 Adaptation of Everyday Work — Moellenberg et al.


https://www.wsj.com/articles/white-collar-robots-are-coming-for-jobs-11548939601
http://www.iacis.org/iis/2016/3_iis_2016_176-18.pdf
https://www.researchgate.net/publication/329450302_Decent_Digital_Work_Technology_Affordan
https://www.oxfordmartin.ox.ac.uk/downloads/academic/The_Future_of_Employment.pdf
https://plato.stanford.edu/archives/sum2019/entries/recognition/
https://www.nytimes.com/2019/09/26/technology/ai-computer-expense.html

Murphy, Finn. “Truck drivers like me will soon be replaced by automation. You’re next.” The
Guardian, November 17, 2017. https://www.theguardian.com/commentisfree /2017 /nov/17/truck-
drivers-automation-tesla-elon-musk.

Oreglia, Elisa and Kathi R. Kitner. 2013. “The ‘Consumption Junction’ of ICT in Emerging Markets:
An ethnography of Middlemen.” Paper presented at the 2013 EPIC Conference.

https:/ /www.epicpeople.org/the-consumption-junction-of-ict-in-emerging-markets-an-ethnography-
of-middlemen/.

Stayton, Erik and Melissa Cefkin. 2018. “Designed for Care: Systems of Care and Accountability in
the Work of Mobility.” Paper presented at the 2018 EPIC Conference.
https:/ /www.epicpeople.org/wp-content/uploads/2018/12/Paper-7-3-Stayton-Cefkin.pdf.

Taylor, Charles. 1992. “The Politics of Recognition.” In Multiculturalism: Examining the Politics of
Recognition, edited by A. Gutmann, 25-73. Princeton: Princeton University Press.

Teigland, Robin., Jochem van der Zande, Karoline Teigland, and Sharyar Siri. 2018. “The Substitution
of Labor: From technological feasibility to other factors influencing job automation.” Stockholm:
Stockholm School of Economics Institute for Research. Accessed October 20, 2019.
https://www.hhs.se/contentassets/c8£677a0c9974bde950e2cec2edc51al /substitution-of-labot-
final.pdf.

Thompson, Paul and Bill Harley. 2007. “HRM and the Worker: Labor Process Perspectives.” In The
Oxford Handbook of Human Resource Management edited by P. Boxall, J. Purcell, and P.M. Wright, 147-
165. New York: Oxford University Press.

Upson, Sandra. “Tech Companies Tty to Retrain the Workers They’re Replacing.” Wired Magazine,
March 16, 2018. https:/ /www.wited.com/stoty/ tech-companies-try-to-retrain-the-workers-theyre-
displacing/.

Vice Media, 2019. Special Report: The Future of Work. New York: HBO.
https:/ /www.hbo.com/vice/special-reports/vice-special-teport-the-future-of-work

White, Leslie. 1959. The Evolution of Culture: The Development of Civilization to the Fall of Rome. London and
New York: Routledge.

2019 EPIC Proceedings 123


https://www.theguardian.com/commentisfree/2017/nov/17/truck-drivers-automation-tesla-elon-musk
https://www.theguardian.com/commentisfree/2017/nov/17/truck-drivers-automation-tesla-elon-musk
https://www.theguardian.com/commentisfree/2017/nov/17/truck-drivers-automation-tesla-elon-musk
https://www.epicpeople.org/the-consumption-junction-of-ict-in-emerging-markets-an-ethnography-of-middlemen/
https://www.epicpeople.org/the-consumption-junction-of-ict-in-emerging-markets-an-ethnography-of-middlemen/
https://www.epicpeople.org/the-consumption-junction-of-ict-in-emerging-markets-an-ethnography-of-middlemen/
https://www.epicpeople.org/wp-content/uploads/2018/12/Paper-7-3-Stayton-Cefkin.pdf
https://www.hhs.se/contentassets/c8f677a0c9974bde950e2cec2edc51a1/substitution-of-labor-final.pdf
https://www.hhs.se/contentassets/c8f677a0c9974bde950e2cec2edc51a1/substitution-of-labor-final.pdf
https://www.hhs.se/contentassets/c8f677a0c9974bde950e2cec2edc51a1/substitution-of-labor-final.pdf
https://www.wired.com/story/tech-companies-try-to-retrain-the-workers-theyre-displacing/.Vice
https://www.wired.com/story/tech-companies-try-to-retrain-the-workers-theyre-displacing/.Vice
https://www.wired.com/story/tech-companies-try-to-retrain-the-workers-theyre-displacing/.Vice
https://www.hbo.com/vice/special-reports/vice-special-report-the-future-of-work

Case Studies Session

User Agency in UX Research

Curator: Eva Caspary (Insight Culture)

The papers in this session all concern how we produce automated systems to support
and assist humans without infringing on their sense of agency—what is the right balance?

Our authors investigate human agency in the context of driverless car concepts, how
chatbots can support human agency in customer service centers, the role of Al assistance in
the context of professional knowledge work, the importance of maintaining customer agency
for a successful online travel booking process, how to preserve and enhance the advantage
of human agency over robots on future missions to Mars.

We live in an era where exponential development of Al capabilities will slingshot into
unpredictable futures and where anxious narratives of humans being replaced by robots,
divested of all agency, exist. These narratives prioritize the need to conceptualize and design
automated systems that consider humans in the equation as agency not only corresponds to
fundamental human needs such as certainty, significance, and growth but also harvests
superior results in specific areas of activities when compared to automation.

The papers detail the differentiation between “low-level”, “peripheral” or “procedural”
work, which invites automation and “high-level”, “core” or “exploration” activities for
which humans demand and need to stay in command and control to preserve or even
enhance human agency. The session also explores the ambiguities of automation
anthropomorphism and how it hinders or enables agency.

In the German language “agency” translates into not one definition but three. Indeed,
where agency can exist as an abstract term typical for context-based languages, German as a
very explicit language calls for precision. Three terms, which, when translated literally are
quite revealing of agency’s multidimensional virtues:

Handlungsfihigkeit — the ability to act - meaning that we have acquired a (mental
and/or physical) condition that allows us to act, we are able to connect meaning with
behavior.

Handlungsbefihigung — the enablement to act - meaning that we are given the (internal
and/or external) resources to act successfully

Handlungsmichtigkeit — the power to act — meaning that we are masters to act, we are
under control, have legitimation and freedom to decide, are potent

All three terms convey different agency meanings, which are prevalent in the papers that
follow—enjoy the discovery.
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Session: User Agency in UX Research / Case Study

My Al versus the Company Al
How Knowledge Workers Conceptualize Forms of Al Assistance
in the Workplace

NANNA SANDBERG, Stripe Partners
TOM HOY, Stripe Partners
MARTIN ORTLIEB, Google

GSuite is changing the nature of Knowledge Work across 5 million businesses throngh Al-powered
assistance. To ensure that this evolution reflects the aspirations and priorities of workers, Google and Stripe
Partners conducted a multi-national ethnography of Knowledge Workers covering a range of industries. We
identified that workers distinguish between ‘Core’ and Peripheral’ work: the work they are paid to do and
identify with, and the work that does not contribute to their success or happiness. Workers want assistance to
enhance Core work and remove Peripheral work, nuanced across a spectrum of support. This framework and
taxonomy has been adopted by teams at Google to inform strategic decisions on how Al is integrated by
GSuite. New features are being implemented within Gmail, Slides, Docs and Sheets that bring these
principles to life in the user experience.

INTRODUCTION

Al and automation are often spoken of as threats to human agency due to their potential
to take over activities that humans are currently doing at work. In mainstream media
narratives (e.g. Forbes, 2018) Al-based technologies are presented as something that is either
present (and takes over) or absent (leaving humans in charge). This creates a false dichotomy
and unhelpful distinction between the two states.

This paper is based on joint research conducted by Google and Stripe Partners in 2018.
The objective of the research was to investigate the role of assistance, as idea and practice, in
professional knowledge work. Data for this paper is derived from ethnographic interviews
and workplace participant observation in several European countries.

Our research revealed the relationship between Al and workers is more nuanced than is
often portrayed. We found that knowledge workers do not fear Al in of itself, but have a
fine-tuned sense of how they want to perceive and experience its role in their work. These
distinctions can vary between workers, driven by personal ideas of status, identity and
professional responsibility.

The recommendations and insights informed both Google’s short term product strategy
for G-Suite, as well as providing a number of foundational frameworks and common
taxonomies that have been adopted across the organisation from leadership to different
product teams.
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OVERVIEW OF PROJECT

Research Context

Recent reports, (e.g. Davis et al., 2018) illustrate how the world of work is changing
because of Al. Some jobs are being automated, while others are evolving. There are many
technologies and services that are driving this shift. GSuite has been adopted by over 5
million businesses around the world, and the Al-driven features it integrates make it an
important actor in this context.

Strategically, GSuite is focused on supporting the evolution of human knowledge work
rather than automating it. GSuite’s stated mission is to elevate human accomplishment
through machine learning augmented tools in the workplace. The objective is to help people
to focus on their most important tasks, and, in doing so, enable companies to thrive.

GSuite is poised for the next wave of change in collaborative work. Individual
contribution is almost always just one piece of a puzzle within complex knowledge
workflows. The Google research team were looking to enable this collaboration not just
within GSuite’s products, but across the products they use everyday.

Google believes that people should be able to collaborate in context, with Machine
Learning and Al features built-in. Consequently, these capabilities should augment how
people at work collaborate. This must be done responsibly and to the benefit of workers and
businesses. Hence a focus on such tools is an opportunity of investment in Google’s
customer’s employees and their company’s culture. Google also is aware that great care need
to be taken when designing with Al Principles (https://ai.google/principles/) and
Responsible Al Practices (https://ai.google/responsibilities/responsible-ai-practices/)

Research Objectives

As researchers we realised we needed to dig deeper than these strategic principles to
translate this vision of Al-powered work from the perspective of workers. So we embarked
on a program to understand the world of knowledge workers, exploring questions such as:

e what tasks in their everyday work do they value, which ones do they loath?

e which activities in their roles do they believe they give most value to their

employers?

e what are the opportunities for G-Suite to provide Creative Assistance during the

process of content creation: what types of work would people most appreciate
having replaced or helped by AI?

Importantly, by taking a ‘bottom-up’ perspective the project sought to provide the team
with an understanding of what assistance workers need today. This focus meant that
resultant outcomes are designed to support existing working practices rather than replace
them. Our research focus was therefore on incremental improvements to existing working
practices, rather than analysing workers systematically to identify opportunities to
fundamentally change or remove roles.
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Key Outcomes

The main contribution of the project within Google has been twofold (see more detail
in ‘Implications and Impact’ section below)

1. Embedding a new set of taxonomies and frameworks that inform Al-related decision making
throughont the GSuite organization

The frameworks outlined in this case study have been socialised across both the
executive and product layers of the organisation, helping teams prioritise and
develop strategies for integrating Al into their products

2. Driving product innovation within specific GSuite teams

Many product teams at GSuite (Gmail, Calender, Sheets, Docs) have now adopted
these frameworks to inspire and guide how they integrate Al into their products,
with many examples of new features already live

Methodology: Challenges to Address

With a research brief to ‘explore attitudes to Al-assistance in professional knowledge
work’ there was a significant methodological challenge for the research team in how to cover
this topic that moved beyond existing tropes (both positive and negative) driven by the
public discourse on Al and its potential role for work in the future. Researching technology
that is not yet in (widespread) use is always a challenge as there is often no obvious existing
behaviour to look at or existing preferences to discuss and explore. How is this possible to
explore ethnographically? The problem is exacerbated because research participants could
struggle to distinguish between prominent media-driven perceptions and the reality of their
own behaviour.

Furthermore, knowledge work is a nebulous concept with ambiguous boundaries (Cross,
Taylor & Zehner, 2018). Attempting to cover it in one research project is exceedingly
difficult. It is broad in the range of people who do it (from secretaries to lawyers to nuclear
scientists), in the range of activities it describes, in the range of (types of) organizations it
takes place in and in the range of meanings attached to it. Academic research into knowledge
work is typically either very abstract, looking to draw out general principles of knowledge
work (Davenport & Prusak. 1998) or more narrow and not even attempting to say anything
about the topic of knowledge work as a whole, but rather say something relevant about a
specific type of work, workers or places. The challenge for this research was in doing
ethnographically grounded research that would lead to insights with implications across the
entire spectrum of knowledge work.
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OUR RESEARCH APPROACH

Terms of Reference

‘Knowledge Work’ was a term coined by Peter Drucker (Drucker, 1969). As commonly
understood, it describes the growing cohort of workers who “think for a living”. Knowledge
Work is therefore a broad category! Our study encompassed a range of knowledge workers:
from designers to accountants to administrators to engineers to brand strategists. Nearly all
our participants worked for large organizations and were primarily based in corporate HQs
rather than remote working (although some remote working practices were observed).
Within this, there was a mix of levels. We spoke to everyone from senior leaders to support
staff. Everyone we spoke to existed within a wider team with whom they produced work
collaboratively, although the frequency and intensity of collaboration with co-workers did
vary across our sample.

‘Creative Assistance’ is a term used within Google to describe forms of Al that support
knowledge workers within the GSuite product experience. This includes technologies that
have been launched in the last 24 months such as Smart Compose in GMail
(https://support.google.com/mail /answer/91168362co=GENIE.Platform%3DDesktop&hl
=en) and Suggested Layouts in Slides
(https://support.google.com/docs/answer/7130307Pvisit id=637038105256693940-
2801069891 &p=suggest_layouts&hl=en&rd=1)

Researching Knowledge Work

Highly skilled knowledge work is a complex process constituted by small tasks executed
by individuals. These add up to larger tasks and workflows executed by multiple individuals,
which lead toward desired outcomes. Researching such work requires mixed approaches in
order to explore its complexity. For this research it entailed a combination of research with
individuals and organizations.

Individual in-depth interviews

The researchers conducted a dozen in-depth ethnographic interviews with knowledge
workers in the United Kingdom and Switzerland working across industries such as financial
services, marketing, design and manufacturing among others. The individual perspective
pursued in the interviews allowed the researchers to explore personal narratives around
worklife, past, present and future. It also allowed for deep dives into actual work-flows with
each respondent, which were essential in developing our framework for assistance, which
will be discussed later in this paper.

Onganizational ethnographies

To complement the individual perspective from the in-depth interviews the research
also consisted of participant observation in three companies in Switzerland, an apparel
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manufacturer and a manufacturing services company, and in France, a gas company. By
attending meetings, speaking to employees and colleagues working together, the
organizational part of the research complemented the individual interviews in providing the
organizational perspective of work. The organizational perspective lays both in the collective
and collaborative work process that most knowledge work happens within and is constituted
by, but also shows the role of tools and formal structures in how work is conducted. Seeing
the formal structures of work within an organization also avoided over-emphasising the role
of individual agency in doing work. The tensions that individual vs collaborative working
modes surface in relation to personal assistance are discussed below.

Focusing on ‘Assistance’ as a Way into Exploring Al
g y P g

As discussed above, Al is a topic regularly discussed in mass media, often
communicating strong claims about its potential role in changing the future of work. Against
the background of such claims, having a conversation with a respondent about their own job
and the potential role of Al in it risks becoming about public narratives of Al rather than the
respondent’s own working reality.

To avoid this trap the research was framed around the concept of ‘assistance’ in the
workplace. Assistance was consciously framed as tech-neutral and machine-human-neutral,
i.e. assistance could be provided by a person or some form of technology, Al-enabled or
not.

In essence, we explored instances of when people received some form help and support,
and what kind of help and support they wanted or didn’t want in the future. This enabled
the researchers to discuss work with respondents and draw out nuances around work the
respondent does themselves, work where they get assistance from other individuals and
work where they get assistance from technology. Importantly, it also allowed for discussing
when and where respondents would like more assistance, from either another person or
technology.

However, from an ethical perspective we did not want to obscure the nature of our
enquiry. So at the end of each interview we made the idea of machine assistance more
explicit and encouraged a full and frank discussion about it. These discussions were
informed by the previous exploration of assistance, meaning they were rooted in the reality
of the individual’s work rather than existing media narratives.

Mapping Workflows to Reveal the Reality of Everyday Work
Beside avoiding existing narratives overly influencing the research, there was also the

difficulty of capturing the complexity of knowledge work with the limited time and methods
at the disposal of the research team.
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Figure 1. participant places tasks on a spectrum of support preference and perceived
complexity (© Google, used with permission.)

Most knowledge wortkers spend 40+ hours every week doing work. How is it possible
capture anything tangible from such a mass of data? And how is it possible capture
something beyond a supetficial view of an individual’s work? The solution was to dig into
specific projects, processes and workflow with each respondent. By taking a significant,
ongoing task the respondent was currently involved in, the researcher could explore the
various wotkflows involved and furthermore the smaller constituent tasks making up the
workflow. The result at the end of the research was that the research team could map a
number of very detailed workflows across time and tools used.

For example Perry, a financial analyst based in Zurich, was responsible for a routine but
multi-layered piece of work every week: updating a financial forecast for the C-Suite in his
organisation. To do this he required sales data from multiple co-workers spread across
Africa to be delivered on time and in the right format. Every week Perry needed to manage
and fix the same inconsistencies before he could generate the forecast. To him this was a
waste of time. In the framework we subsequently developed, this is ‘Peripheral’ work.

CORE AND PERIPHERAL WORK

When observing and exploring everyday work a clear pattern emetged across all
industries and roles. Workers days were split between a variety of activities, some of which
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they talked to as being core to their job, but the majority of which they talked about as
peripheral.

Tina, a researcher and analyst for a finance firm, represents a typical story from the
study. A typical day consisted of three hours spent on ‘real work” and five hours on tasks she
regarded as peripheral.

Project Title: Predicting Market Performance project location & mode
Project bricf Indicator
or requirement Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 of success
Meet with @ . °
Deadline for Algorithm Accurate
Qometaales Sal ket Distribute the local markets application global 2018 Global £ocal.
figures from | —& and teach how |—* = B
spphiditey i spreadsheet t0 submit the toanalyse fnancial
spreadsheets the data predictions
spreadsheet

S—e ]

FaF Remote

Objecti

__ Representatives of
10 African markets

Figure 2. Workflow mapping of Perry a financial analyst. (© Google, used with permission.).

9:10am 9:30am

10:50am 11:52am
Check emails Formal F2F meeting .

Informal catch-up Project status update

10:37am

Arrive in Schedule

the office meeting
)it . Q
Find a suitable spot (hot-desking), get  Biweekly meeting with the Find the right meeting ~ Weekly informal catch-up Analyse yesterday’s data from online
coffee, reply to any outstanding emails  boss to discuss the progress room and schedule @ with the insights intern aver  communities and send additional
and prepare for the day of the new study wider t workshop  a coffee in the office canteen  questions to individual respondents

in 3-4 weeks time

2:00pm 3:35pm
Formal video call ‘Data sweating’ '

5:22pm till late
Expenses & Timesheets

Pickup lunch from  Weekly Skype call with the Create a spreadsheet comparing the sales Packup, cleanthe  Work from home to tidy up all the
the canteen, eatat  agency running the study to of a product across various age groups desk and leave early to  loose-ends such as expenses and
thedeskandreply  discuss progress and any before and after the last campaign finish work at home  timesheets and ‘admin’ emails

to new emails or significant issues (via FB Messenger) if

mark as unread she's having any issues

to reply later

Figute 3. Tina spends more time on Petipheral work than Core wotk. (© Google, used with

permission.)
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Defining Core Work

“As a category manager I’'m supposed to have a vision of where the category is
going and what the trends are”
Louise, Category Manager, global CPG firm

‘Real work’ is the work that is core to one’s job role, aspects of which are also core to
one’s professional identity. Core work was described as the tasks and activities that directly
contribute to achieving the aims of one’s job role. It is those activities that feel meaningful,
that are part of your job description and that you get rewarded for. In other words, they are
recognized by the employer as core to your role: it is what you are ostensibly employed to
do.

Core work is often also core to your personal skill set and your professional identity, at
least to the extent that you are in a job that matches your skills and experience. Thus, core
work is not only core to the employer and job role, but it is also core to the individual
worker as those tasks and activities that use your particular skills, where you get to use your
skills and experience and where you can develop further within your professional field. As
such core work is also central to the worker’s professional identity and career trajectory.
During interviews it was often the tasks that individual workers wanted to focus more on
and do more of.

Defining Peripheral Work

“My role is about dealing with people... but every time I travel I have to waste 2
hours filling in my expenses”
Alan, Project Manager, Gas Company

A large proportion of work that is only indirectly contributing to achieving the goals of
one’s job. When asked respondents estimated the size of this more peripheral work to
between 30% and 60% of their workday. While these tasks and activities only peripherally
contribute to work goals, they are nevertheless important tasks that need to be done
correctly. The risk of avoiding or delegating peripheral work can be high.

One recurring example of peripheral work was recording and reporting travel expenses.
It does not contribute to the job goals of the person travelling, but is necessary for the
accounting within the organization as a whole.

It also highlights a common characteristic of peripheral work, namely that what is
peripheral to one person’s job is central to someone else’s job. In the case of travel expenses
they are likely a core part of the job of someone in the accounting department of the
organization.

Peripheral work, as tasks that do not directly contribute to your job goals, is also work
you do not get rewarded for and rarely use your particular professional skills to do.
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Davenport’s Model of Knowledge Work

Business professor Thomas Davenport is one of the leading theorists of Knowledge
Work and his “classification structure for knowledge-intensive processes” (Davenport, 2005)
maps broadly to our conception of core and peripheral work.

In broad terms core work maps to Davenport’s concept of “interpretation / judgement”
work, while peripheral work reflects “routine” work. However, Davenport’s model is a more
accurate mapping of knowledge workers aspirations than the reality of their core work.
Often key responsibilities were routine and, in a technical sense, were therefore core.
However, most workers we spoke to intended to increase the proportion of “interpretation
/ judgement” work that was core to their job. This became an important factor in defining
how workers wanted to experience assistance at work.

A classification structure for knowledge-intensive processes

mm;::::z Integration model Collaboration model

© A * Systematic, repeatable work * Improvisational work

2 « Reliant on formal processes, « Highly reliant on deep

S methodologies, or standards expertise across functions
E * Dependent on integration + Dependent on fluid

ﬁ acress functional boundaries deployment of flexible teams
= Transaction model Expert model

s * Routine work * Judgment-oriented work
'g * Reliant on formal rules, * Highly reliant on individual
K ) procedures, and training expertise and experience

. ¢ Dependent on low-discretion * Dependent on star
Ind;/gual workforce or information performance
ors

Routine -

Complexity of work

> |nterpretation/
Judgment

Figure 4. Davenport’s model of Knowledge Work (Davenport, 2005)

Using Davenport’s model we developed a framework which helped us to categorise the

different forms of work we were observing and how it is experienced by workers. This, in
turn, mapped to our core-peripheral model, with routine work generally mapping to routine
work and complex work mapping to core - with some important exceptions which related to
job role.

We then identified common pain-points using this model which helped Google teams
to apply the model of assistance detailed in the next section.
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Figure 5. Adaptation of Davenport’s framework based on primary research. (© Google, used
with permission.)
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WHAT (EXPERIENCE OF) ASSISTANCE DO WORKERS WANT

Mapping the Core-Peripheral Distinction to Assistance

The core-peripheral distinction and Davenport’s model of knowledge work allowed the
research team to start making sense of the experience of knowledge work. However, by itself
it didn’t explain the support people wanted from Al or human assistance.

When discussing assistance, respondents expressed clear preferences for receiving
different kinds of assistance depending on the type of task they received assistance with. The
more peripheral a task was to them, the more they wanted to completely offload it from
their responsibility. With core tasks, on the other hand, respondents preferred assistance that
enhanced their execution of the task, without removing it from their oversight.

Seven specific types of assistance emerged from our research: remove, short-cut,
anticipate, synthesize, scrutinize, improve and inspire. They can each be placed on the
spectrum of assistance between offloading assistance and enhancing assistance. The
following chart illustrates this with specific examples.

Offload (Peripheral) Enhance (Core)
< >
REMOVE SHORT-CUT ANTICIPATE SYNTHESIZE SCRUTINIZE IMPROVE INSPIRE
— /‘\ w |

/‘\ %
\l] mom & - Q
HE
'..-‘
Take this task Make this task Pre-empt what| Summarise the key Highlight factual Suggestwaysthat Inspire me to do
away completely easier and quicker might need and & points for me and stylistic errors | can improve my better work
so | don‘t even sothatlonly have make appropriate in my work work
know it has been to input at key suggestions
done moments

Figute 7. Spectrum of Assistance. (© Google, used with permission.)

Offloading Peripheral Work

“I feel more busy than I should be... I get 100’s of emails a day and most of them
are bulls*!t”
Ingrid, Analyst, International Bank

As Ingrid illustrates, offloading peripheral work is often less clear-cut than outsourcing
expense claims. The spectrum reveals that the experience of assistance that workers require
is nuanced and can vary task-to-task within a workflow. Offloading does not necessarily
mean total removal of the task; it can also be about speeding up the task (short-cut), pre-
empting what is required (anticipating) or simplifying complexity (synthesise).

As discussed earlier, just because workers are not always rewarded by (or find meaning
in) peripheral work this doesn’t mean it’s not significant and high risk. Ingrid’s ‘bullsh*t’
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emails still require a thoughtful response. But if how she arrives at that thoughtful response
can be expedited then that would be of immense value to her.

Importantly for peripheral work, it’s not critical for Ingrid to feel a sense of personal
agency over the task. She doesn’t need to know or understand how the assistance works,
and she doesn’t need to take credit for it, she only cares that it’s correct and produces a
satisfactory outcome. Ironically this means that trust is a more important factor for
peripheral work even if it is regarded as lower value work. This is because if the worker is
willing to relinquish oversight they must place more trust in the agent that is working on
their behalf.

Enhancing Core Work

“They employed me for my personality and for my thinking. You can’t teach
strategic thinking — you either have that type of brain or you don’t”
Peter, Strategist, global CPG firm

Unlike peripheral work, core work is directly linked to how worker performance is
measured, and often to their sense of value, identity and self-esteem. Because of this workers
want to feel like they are in total control of all work they define as core.

In Peter’s case, he feels like he is employed because he has the ‘type of brain’ which is
uniquely suited to his role. It is clear he derives a significant amount of self-worth from his
belief about his skills, so any task which truly utilises them - such as developing a
recommendation a new direction for a brand - must be responded to entirely by ‘himself’.
Any form of assistance received during the execution of these types of tasks must be
experienced as an augmentation or extension of his own capabilities. If he felt these tasks
were being done ‘for’” him this would not only, in his view, dilute the quality of the work, but
pose an existential threat to his personal sense of value. Peter is open to his work being
‘scrutinized’, ‘improved’ and even ‘inspired’. But it ultimately must remain his work, and by
asking for assistance this must never be called into question.

There is a tension inherent in the concept of Core Work. As work becomes more
collaborative it becomes more difficult for individuals to define and account for their
specific contribution, reducing feelings of agency and ownership. For example, we noted a
desire from several participants for an ‘audit’ trail for content they have personally
contributed. Often as content is shared throughout an organisation individual contributions
become adapted and merged into larger documents. It therefore becomes very difficult for
an individual to know the impact their contribution is making and, by extension, take credit
for that impact. Potential design implications of this for Al are discussed below.

Interestingly, even though core work is of higher value to the worker there is less need
for them to trust the assistance they receive. Because workers want to remain deeply
involved in their core work they have more capacity to evaluate, accept or dismiss any
assistance that they solicit or receive.

Design Principles for Assistance

The above can be summarised in a simple set of design principles to inform how Al-
driven assistance is ideally experienced by knowledge workers. As is outlined in the impact
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section below, this is one of the frameworks which is guiding product teams across GSuite.
These fundamental distinctions in how assistance should be experienced has important
implications for who ‘owns’ different forms of Al and how it should be implemented within
organisations.

Offload Enhance
I;eripheral CoTe
Do it on my behalf Put me in control
Do it correctly Let me take ownership
Do it efficiently Allow me to receive recognition
Do it with minimal guidance Make me better at this task
Alleviate the peripheral work Strengthen my identity

Figure 8. Assistance design principles. (© Google, used with permission.)

Two Types of Al

The paradox of peripheral work is that while it is perceived to be of lower value, trust in
the assistance is more critical because workers are delegating work that is still regarded as
their responsibility. For example, you may want to delegate filing your expenses, but if a false
claim is made on your behalf then that puts your reputation at risk. Therefore trust in Al
acting on your behalf must be exceptionally high. Trust is established when an assistant
completes a task satisfactorily on a repeat basis. In these circumstances oversight is gradually
withdrawn.

Therefore workers liked the idea of offloading both agency and ownership for
peripheral work. On the other hand, they wanted to experience any assistance with core
work as integrated and indistinguishable from their own efforts. They wanted to maintain
and sometimes deepen agency and ownership of these tasks.

In practical terms this meant they liked the idea of their employer organisation as being
the agent of peripheral work, while they personally retain control of their core work.
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Figute 9. Preference for ownership differs based on type of assistance. (© Google, used with
permission.)

Peripheral Work = ‘Company A’

Workers liked the idea of delegating peripheral work to a company-owned tool, meaning
the company is responsible for positive and negative outputs rather than the worker. By
extension, workers were open to the organisational Al being represented
anthropomorphically as an external agent (like Google Assistant, Siri, Alexa etc).

This would be a resource that would be part of organisational infrastructure, and
therefore remain in place if a worker were to leave the organisation.

Core Work = ‘My A’

In contrast because workers viewed core work as integral to their value and identity, they
preferred the idea of a personal Al that would move with them between organisations. As
they invested time training the Al it would become increasingly personalised and
indistinguishable from their own capabilities.

In this sense ‘My AT’ should not be experienced as an external anthropomorphic agent
but as largely embedded in their workflows and practices, to the point where it is not
recognised to be Al as such and indistinguishable from their own capabilities.

The idea of ‘My AI’ can be seen to run counter to the trend of work becoming more
collaborative - in this sense a ‘Our AI’ may seem like a better reflection of the way that work
is developing. But this runs counter to the aspirations of ownership, autonomy and agency
that emerged strongly from the research. As work becomes more complex Al may actually
become a tool for maintaining personal agency and autonomy as it helps individuals
automatically define and track their specific contributions within the context of the whole.
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IMPLICATIONS AND IMPACT

For Google
The two concrete contributions the work has had for Google can be summarized as:

1. Embedding a new set of taxonomies and frameworks that inform Al-related decision making
thronghout the GSuite organization

The frameworks outlined in this case study have been socialised across both the
executive and product layers of the organisation, helping teams prioritise and
develop strategies. Previous to this work GSuite had many successful products that
provided Al-driven assistance for knowledge workers, but lacked a foundational
framework with which to categorise and evaluate existing products from a user
petspective, not a clear means for understanding where to innovate in the future.
Our work has provided GSuite management with a set of adaptable tools to
organise and manage innovation across product teams.

qualtrics™

Knowledge
workers split
their time
between core
and peripheral
work.

GOOGLE Click to share

Making magic from the mundane: how fyinm
Google uses experience design to re-
imagine the G-Suite

Amy Lokey VP, User Expe

Figute 10. Amy Lokey, VP, User Experience, GSuite, introduces our foundational Core /
Peripheral work framework at Qualtrics conference. (Lokey, 2018a)
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2. Driving product innovation within specific GSuite teams

Each product team at GSuite (Gmail, Calendar, Sheets, Docs) is now using these
frameworks to inspire and guide how they integrate Al into their products, with
many examples already live

It’s also important to emphasise the ethical dimension here. By highlighting a worker-
first perspective of what good ‘Assistance’ is at work, our project has guided Google towards
sensitive solutions which help workers excel at their job, by both augmenting their skills and
removing aspects of their work that were blocking them from excelling.

Holger/Ralf

Foi, Jul 7 + 1:00 ~ 200 PM

Add people
Guests can: see quest list + invite others

" Yochumcad

Organizer

& Holger Fiyer

[0 Let Calendar handle rooms for you

London HQ

@  Meeting Room Red 51 =2
[J Meeting Room Orange =4 .2
] Meeting Room Blue =4 2

Zorich Sales Office = = . -

= Il.b"u a2

Add map location

Add conferencing

Figure 11. Calendar’s new auto Meeting Room allocator is driven from the idea of reducing Peripheral
Wortk. (© Google, used with permission.)
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Figure 12. Sheets new ‘Explorer’ feature enables users to generate charts using
‘conversational’ queties, augmenting ‘Core Work’. (© Google, used with permission.)

Our guidance would have looked different if we’d taken an IT-first perspective. As part
of the project we conducted a number of management interviews with I'T decision makers
and it was clear their priorities were often quite different to individual workers. Their
concerns primarily revolved around value for money, and seeing Al as a means to reduce
costs - although there was evidence of the increasing role of worker preference in driving
decision making (companies like Google and Slack have made influencing workers first
central to their ‘bottom-up’ adoption strategies). This is not to underplay the importance of
this perspective, but to emphasise the role of this project was to focus on the needs and
ptiorities of the end user.

Public references to our work (see full reference in citations)
e Qualtrics conference keynote, 2018 (Lokey, 2018a)
e Keynote at Google NEXT conference (Lokey, 2018b)
e Interview with Teryn O’Brien for Silicon Angle (O’Brien, 2018)

For Knowledge Work

By the end of 2018 over 5 million businesses are paying to use GSuite worldwide
(https://9to5google.com /2019 /02/04/g-suite-5-million-businesses /). The influence GSuite
has over the way people do work is enormous (especially if we include the consumer side of
Gmail, then the number increases to 1.4 bn users.)

By helping workers to focus on Core Work and reduce Peripheral Work, GSuite will
contribute to the streamlining and specialization of roles as they are optimised towards
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leveraging the specific skills and aspirations of the individual. From this perspective
Knowledge Work should also become more rewarding and enjoyable as users focus on work
that they find most interesting and valuable.

However, for this vision of knowledge work to be realised there are a couple of
questions that warrant further exploration:

How do we enhance Core work in a collaborative environment?

Work is simultaneously becoming more complex and more collaborative. Given each
worker has a personal incentive to focus on Core Work this may lead to tensions as work
overlaps and workers compete to do the same high-value work. And more importantly,
given that Knowledge Work requires increasingly complex forms of collaboration, it may
become more difficult to define and quantify unique contributions and, by extension, the
nature of “your core work” vs “my core work”.

One outcome may be that role definitions becoming increasingly collective and
integrated, so that Core Work is not defined in such individualistic terms. Alternatively Al
may actually help workers parse, define and measure their contributions in this more
complex environment. This is an area that we would like to explore further.

How will the removal of Peripheral work affect Core work?

Just like other workers, it is easy for ethnographers to segregate the work we do between
‘Core’ and ‘Peripheral’. For example, we may want to minimise the logistical burden inherent
in conducting global fieldwork. From organising transportation to syncing meetings across
time zones there are many tasks that seem to detract from time spent on what we commonly
think of as our core work (namely field research, pattern recognition, meeting with clients).

However, there is a danger in minimising work that is perceived to be Peripheral. Last
year at EPIC we outlined the danger of ‘AirSpace’ - the idea that global platforms like
Google, Uber and Airbnb are making ethnography ‘frictionless’ and thereby reducing its
richly textured scope to an extended interview (Hoy, 2018). To put it simply, sometimes
getting stuck on public transport may feel like Peripheral Work, but it can also lead to the
most unanticipated, abductive insights. In this sense, the work we perceive to be Peripheral
may be reframed as Core.

In this sense removing the rough edges of Knowledge Work may not always be a good
thing if it restricts our idea of what our work is, or could be. And this may be a challenge
that extends to other Knowledge Workers too. This is another area we would like to dig
deeper into.

For Ethnographers

There are some important learnings from this project on how we study Al as
ethnographers. In the context of work, we found framing ‘assistance’ in human rather than
technological terms was an important way for us to begin our conversations with
participants. This enabled us to put pre-existing ideas about Al (from media narratives about
jobs being automated to consumer instantiations such as Siri or Google Assistant) to one

142 My Al versus the Company Al — Sandberg et al.



side and focus on the everyday support they would appreciate at work. It was only once we
established these ground rules that we introduced the idea of technology.

Secondly, performing ethnography with multiple workers in the same team enabled us to
better understand the distinctions and tensions between individual autonomy and teamwork,
and how one person’s Core work can be another person’s Peripheral work. Also, we could
triangulate between the claims of different workers and observe team dynamics, enabling us
to build up a truer picture of everyday work.
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Session: User Agency in UX Research / Case Study

Empowered, Confident, and Prepared
Driving Chatbot Product Vision Through User Research

MOLLY MAHAR, Salesforce
GREGORY A. BENNETT, Salesforce

This case study excplores how a series of customer site visits to two international service centers drove design
recommendations for a chatbot building platform that conld encourage positive agent-chatbot collaboration.
The first part of the case focuses on the research undertaken by a team of user experience practitioners at the
enterprise software company Salesforce. The team used contextual inquiry and group interviews to better
understand the daily excperience of customer service agents and service teams in search of ways to responsibly
implement antomation tools like chatbots within a service center environment. The second part of the case
study highlights how the UX team applied these learnings into specific product recommendations and
developed a set of principles that conld drive the product forward while remaining empathetic and supportive of
customer service agents.

INTRODUCTION

In contrast to their job title, customer service agents aren’t treated as if they have much
agency. Service agents are trained to follow precise scripts and protocols when dealing with
problems, and may be quite limited in what power they’re granted to actually solve a
customer’s problem. Their shifts are scheduled to coincide with convenient hours for
customers, not necessarily for agents. Agents deal with customers in their worst moments:
frustrated, angry, scared, stressed; typically, customers drive the tenor and direction of the
conversation. Agents rarely get to hear first-hand about successful service they might
provide, because happy customers don’t call back to say “thank you.” Even if they did, it
would be exceedingly unlikely for those customers to get routed back to the same service
agent who helped them initially, because of the way automated software routing processes
function. Lacking much agency in their day-to-day work, customer service agents can be a
vulnerable worker population, treated as low-skill, expendable, replaceable, seasonal workers.
The subreddit “Tales From Call Centers” (/r/Talesfromcallcenters) is full of first-hand
accounts that highlight these issues for call center employees, demonstrating how this job
can be deeply punishing, and only occasionally rewarding.

Larger companies often segment their customer support into different “tiers,” or levels
of service (Kidd and Hertvik 2019). A Tier 1 agent is less experienced and less
knowledgeable than a Tier 3 agent, who has learned the ropes and the products and is
expected to be an expert. Tier 1 agents are the most vulnerable population: they are paid the
least, have the least power and autonomy in a customer interaction, and are the most
replaceable. They are also the most likely to be automated out of a job as companies look to
streamline operations and encourage customers to help themselves through self-service. Self-
service, for these companies, is considered Tier 0, which includes instances where the
customer finds the information themselves, whether through help articles on the website or
through a chatbot. The future job outlook for customer service workers is both expanding
and contracting, depending on industry (Leopold, Ratcheva and Zahidi 2018), and likely also
on level of expertise. On the one hand, even in an automated world, people still like to be
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served by other people (that “human touch”); on the other hand, more and more companies
are interested in automating Tier 1 tasks down to Tier O (self-service) tasks.

There is a very public conversation happening around how the fear that automation will
eventually take over everybody’s jobs. Automation and self-service can be seen as two
perspectives on agency: automation equates to people losing agency, and self-service equates
to people gaining agency. Often, it’s a balancing act between customer service agents and
consumers—and consumers seem to like self-service. There were days when nobody
pumped their own gas at the gas station, when every flight check-in involved speaking with a
desk agent and printing out a physical ticket, when librarians were the only people with
direct access to shelves of books. These days, do most people consider pumping their own
gas to be antomation? For a consumer, self-service (e.g., finding an article online to assist with
a problem, using an ATM to get cash, or getting help with a problem from a chatbot) 4s
agency. They now have the power to solve their own problems, on their own schedule. For a
service agent, companies’ efforts to provide self-service to consumers, and therefore agency
and convenience, results in automation solutions that have the potential to help or hurt
service agents, depending how they’re designed and implemented.

It is precisely because of automation’s potential for both good and harm in the lives of
customer service agents that the User Experience (UX) team for the new chatbot builder
product at Salesforce sought to visit customer service centers and observe and learn from
agents. Since chatbots for customer service were still relatively new, Salesforce’s new product
offering would be the first time that many large enterprise customers had ever considered
building a chatbot to assist their customer service organization. Because of this unfamiliarity,
the UX team wanted to provide best practices and recommendations around how to
responsibly and effectively launch a customer service chatbot in a service center. They did
not feel confident building a platform without knowing how to build protections and best
practices into it that could benefit service agents while also benefiting the companies for
which they work. To better understand how automation might be beneficial to service
agents, and therefore how to build that into the chatbot building product, the UX team
needed a deeper understanding of the experiences of customer service agents.

RESEARCH GOALS

In order to provide recommendations on how to responsibly implement automation, the
UX team needed to have a deep understanding of the real-time experience of service agents,
as well as which parts of a customer service agent’s job were expendable and which parts
were enjoyable and satisfying. The team also needed to understand how service centers
functioned so that they could provide a product that would successfully automate the parts
of a service center agent’s job that were expendable. In order to implement responsibly, the
team needed to better understand how automation might change (for better or worse) the
agents’ current jobs. Did agents think about how or where automation could take something
repetitive off their plate? Did they feel threatened or excited by automation, or feel
something else entirely?

Customers tend to ask questions or seek help via many channels, depending on
availability, context, and customer preference. Common channels are phone, email, web
chat, mobile messaging, and social media. Since chatbots are text-based, the highest priority
for the team was seeing live chat service agents in action, to most closely reflect the cadence
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and issues that companies are likely to use chatbots to assist with. Because different channels
require different skill sets, the UX team hypothesized that agents serving different channels
might have different needs or desires around automation.

It is important to note that this research was not intended to develop personas around
customer service. Salesforce as a company conducts quantitative surveys on a cadence to
develop, refine, and modify its user personas based on how its end users interact with the
software. The company had already developed and disseminated personas that captured the
three major user groups that the UX team would need to interact with: Tier 1 customer
service agents (called “case solvers” in the Salesforce parlance), experienced Tier 2 or 3
service agents (“expert agents”) and support team supervisor-managers (“team leads”).

THE OPPORTUNITY

At Salesforce, user experience practitioners interact regularly with the users of their
software. Designers and researchers remotely interview Salesforce administrators (those
responsible for configuring the software to align with business processes), sales reps,
customer service agents, marketers, business analysts, and others. Customer service agents
are notoriously difficult to interview and observe because their time is so tightly controlled
and managed by their organizations. Every second counts, and thus it is difficult to send
observers into call centers. Responsible data practices, in conjunction with laws around
privacy such as GDPR, preclude the sharing or saving of end customer data, making it nearly
impossible to observe service agents at work without going onsite and observing in person.
Their screens always reflect private information about the customers they’re serving, so
companies—3Salesforce’s customers—are rightfully protective of that data and do not share
it.

In addition, because the product was just launching, there were very few customers
using Salesforce chatbots yet. While it would have been ideal for the UX team to observe
agents who were already interacting with chatbots from a support perspective, the
immaturity of the technology space meant that the team would likely have to settle with just
observing chat agents, and deriving insights and recommendations from their current
experiences.

While pursuing opportunities to meet with business customers, the UX team was
offered the opportunity to join another product team that had planned a visit to call centers
in Manila, the capital of the Philippines. It was an interesting opportunity because the team
would visit two call centers that provided outsourced support to the same large fitness
technology company, a Salesforce customer. This provided the opportunity to see how
multiple service centers functioned to serve the same ultimate client and customer base. The
call centers provided English-language support in all major channels: phone, email, web chat,
and social media. The visit provided a perfect opportunity to get baseline knowledge of the
chat agent experience prior to the implementation of chatbots, and see where chatbots could
help or hinder from an agent perspective. In addition, because Manila is an international hub
for outsourced customer service, the team expected that these vendors would provide an
accurate view into the experiences of high-volume, outsourced service agents in particular—
those who are most likely to have their jobs affected in some way by automation, because
they are the least visible to the decision-makers at company headquarters.
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The UX team traveled to Manila to observe service center agents over the course of five
nights. Manila is a hub for international customer service center outsourcing, so the two
companies that the UX team visited both supported one large Salesforce customer on a non-
exclusive basis (the vendors also had other enterprise customers). The service agents that the
team observed were scheduled on the overnight shifts, so that they could support English-
speaking customers in the USA and the UK during local business hours.

METHODOLOGY

As noted previously, the primary research goals were to 1) understand the daily
experience of service agents at their jobs, 2) understand at a high level how high-volume
service centers functioned operationally related to agents and automation, and 3) understand
how automation might change a service agent’s job from an agent’s point of view. This
knowledge would then allow the chatbot builder UX team to develop concrete
recommendations on how to responsibly implement chatbots within a service center, to
benefit end consumers as well as the customer service agents who must work with chatbots
in a new kind of human-machine collaboration. To address these three goals, the team
planned to shadow service agents while they did their job, conduct brief interviews during or
immediately after their shifts or interactions were completed, and interview team leads
(customer service managers) about the operation and functions of the service center as a
whole.

Contextual Inquiry With Case Solvers

To understand the daily experience of service agents at their jobs, the UX team planned
to shadow agents while they worked, observing:

® The general environment of a customer service center

® The general flow and schedule to develop a sense of a “typical” agent workday

® How issues progress up the tiers of service, from Tier 1 to Tier 2 or 3 (typically
called “escalations”)

® Any ways that agents collaborated with other agents in the course of their jobs

® How and why agents used pre-composed responses in their interactions with
customers, and how they maintained and accessed them (pre-composed responses
were known to be used by at least some customers because Salesforce offered that
functionality in other product features)

e Any differences in the above based on channel used (email, chat, social media, or
phone)

During and after these shadow sessions, the UX team planned to conduct short
interviews with the service agents to probe more deeply into how agents saw automation
potentially affecting their jobs, specifically:

e What portions of the job pleased or satisfied agents, and which portions of the job

were displeasing or negative?

® Where did they see automation as being helpful to them? Harmful?

® Were they worried about automation? Did they think about it at all?
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The service vendor made many of their customer service agents available, such that the
UX team was able to spend 1-2 hours with each agent, and observe between two and six
agents each evening. Over the course of the five nights, the UX team observed agents that
handled cases via chat, email, phone, and social media. During these shadow sessions, the
researcher would introduce themselves and then sit beside the service agent while the agent
took phone calls, or received and responded to emails, chats, or social media messages.

With the written channels, the researchers would often ask clarifying questions about
what they’d just seen on screen, or why an agent did something one way or another. The
researchers observed and noted what windows the agent kept on screen, how they arranged
them, and what their desks looked like. The UX team found that asking these questions
during the course of the agent’s workflow was much easier during cases on a written
channel, since the customer on the other end of the correspondence didn’t know or need to
know that there was an observer present. With service agents handling phone calls, all
follow-up questions and clarifications needed to happen after the end customer had hung up
the phone and the issue was resolved.

To interview agents about automation, the UX team planned to either ask questions
during the course of handling customer issues, or to obtain 1:1 time with agents during
breaks in their shift and interview them off the floor of the service center, if possible. These
interviews were planned to be only a few minutes long. The team ran into a number of
issues when attempting to address this portion of the research and was unsuccessful, which
will be discussed shortly.

Interviews With Team Leads

To understand how these service centers functioned at a high level, including areas of
automation, the UX team planned to interview team leads and supervisors to learn:
® How they would want to change their current setup and workflows
® How they measure current KPIs (key performance indicators) for agents, and how
those might change with increased automation
® How supervisors interact with other agents in person on the floor and digitally,
during the course of their job

It was unclear prior to the visit what format would be made available for interviewing
team leads and supervisors. Upon arrival, the team learned large group sessions had been
planned by both vendors. In these sessions, the vendors’ participants were a mix of team
leads who supervised the teams of agents, and the service account executives who
maintained the relationship between the vendor and the fitness technology company, which
manages the actual Salesforce implementation and is a Salesforce customer. The Salesforce
administrator was also part of the sessions; he traveled with the UX team from the US and is
an employee of the fitness technology company.

During these group sessions, team leads discussed areas for improvement in how to
implement the Salesforce system, including workarounds that Tier 1 agents at one of the
vendors had discovered in order to disassociate themselves from negative customer
feedback. Employees discussed common KPIs that were used, including Average Handle
Time (AHT), which is a common service center metric. Most of the employee-supervisor

148 Empowered, Confident, and Prepared — Mahar & Bennett



interaction data was actually gathered observationally during shadow sessions with Tier 1
agents, rather than being investigated during the group sessions.

Table 1: Study parameters

Method Number of | Service Cloud | Service Channel Location
Participants | User Persona
Contextual Inquiry | 12 Case Solver Chat Vendor 1
Contextual Inquity | 5 Case Solver Email Vendor 1
Contextual Inquiry | 9 Case Solver Phone Vendor 1
Contextual Inquiry | 2 Case Solver Social Media Vendor 1
Contextual Inquiry | 10 Case Solver Chat Vendor 2
Group Interview 12 Team Leader Chat, Email, Phone, | Vendor 1
Social Media
Group Interview 5 Team Leader Chat Vendor 2

Lessons Learned

One interesting development that was unexpected was that the Tier 1 service agents did
not seem to understand that the UX team that was observing was unrelated to their clients,
the fitness technology company. Because the UX team traveled and arrived along with the
Salesforce administrator who represented the fitness technology company, agents universally
seemed to assume that the observers were all part of the same group. Even after
introductions that the UX team came from the software company that made the software
that the agents were using, agents did not seem to grasp nor care that the UX team was not
from their client company. However, because the different teams traveled and arrived
together, it was very clear to the agents that it was acceptable and expected that they would
solve cases somewhat more slowly that day due to having the distraction of answering
questions and having an observer present. Having that tacit support, as well as verbal
support from the Salesforce administrator (who was, ultimately, the only representative from
their client, the fitness technology company), did seem to make agents much more
comfortable having the UX team ask questions and dig into their workflows.

This mistaken assumption that the UX team was in fact working for the vendor’s client
may have led to more reticence in any answers that would have shown concern or
trepidation around the potential for automating the agents’ jobs away. Due to the volume of
issues these call centers handled, and the nature of the vendors’ oversight, the UX team was
unable to conduct 1:1 interviews with Tier 1 agents outside of the shadow sessions. The goal
for those had been to uncover agent attitudes about automation and, in particular, about
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working with chatbots. The UX team also observed that agents were not forthcoming about,
or not interested in, revealing any attitudes about automation while working on the floor.
This was understandable due to the close physical proximity of other agents and supervisors,
who roamed the floor and could easily overhear anything that was said by the agents. Agents
were willing to discuss how they currently used automations, and where automation might
speed up their workflows, but they did not discuss anything that might be seen or construed
as critical to the way the service center functioned or was managed. The UX team thus
focused mainly on observations and clarifications after a few failed attempts at digging
deeper about automations.

Somewhat similarly, with agents handling phone calls, the observations did not include
much time or space for questioning outside of clarifications. Researchers were given a pair of
headphones without a microphone and were connected to the live calls to listen in on both
sides of the conversation between the agent and the end customer. Agents clearly couldn’t
answer researchers’ questions while the phone line was open, so the UX team had to reserve
any questions until after the call was closed out. But that is also the time that agents must
complete their “after-call work” (ACW), or case wrap up, which typically involves typing out
a summary of the conversation as well as the steps taken to resolve it. At the vendor
observed, agents are given roughly 15 seconds to complete this work after every call, before
being given a new call. The new call is signaled by a short tone on the phone line before
being automatically connected—the agents do not physically pick up a phone nor do they
press a button to connect. It happens automatically. There were often moments when a
question or an answer between the agent and the UX team went unanswered or was cut off
mid-sentence due to an incoming phone call. Those incoming cases happened with the same
frequency on the written channels (web chat, social media messaging, email), but the agents
had a much easier time multi-tasking, and were able to answer lingering questions while still
handling the customer case in front of them.

KEY FINDINGS AND TAKEAWAYS

As part of a software development team, the UX team makes use of broader
organizational data-derived personas to help shape and direct their product development
efforts. As noted previously, the three relevant ones to this research activity were the “case
solver” (a tier 1 service agent), the “expert agent” (an experienced agent), and the “team
lead” (a team supervisor). It can be easy to fall into rote acceptance and recitation of these
personas to one’s product development team if one does not actually interact frequently with
the end users of one’s product. There is a level of empathy that develops through the
richness of small details, the ones that escape the persona and provide real texture to the
experience. These minor details often end up being the difference between a development
team that truly understands and aligns on why certain product choices are being made,
versus one that is simply going along with decisions made by others. The UX team was lucky
to observe a number of these textural experiences while learning about agents’ daily work
and the operations of service centers.
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Life in the Service Center

There is a surprising amount of security in these multi-tenant call center buildings.
Security guards with sign-in sheets and metal detectors were present at both vendors where
the UX team performed research. Proximity badges and visitor badges were required for
entry into any room. The UX team, as visitors, received special badges that allowed them to
bring computers, phones, and note-taking equipment (literally, pens and paper) into the call
center. Agents themselves were not allowed to bring phones, pens, pencils, or computers
onto the service floor—they had lockers in the hallway where they left their personal
belongings. The security risk stems from the customer data that outsourcing vendors have
access to in the course of their job; clients do not want agents walking off with it.

Interestingly, the security guards always greeted those entering the premises with “Good
morning,” even though it was the middle of the night when the team arrived and worked.
The teams worked the overnight shift, serving English-language customers in the US and
UK. “Good morning” seemed to be the standard greeting for the night shift, since they are
just starting their day—it sets the tone that agents will be providing support to people who,
in their own time zone, had just begun their day.

The UX team learned, from agents themselves and from their team leads, that most
agents in the Manila service center lived many hours away. Some had traveled on three or
more modes of transportation to get to work. Since agents often lived far away and weather
could be unpredictable, one of the two call center vendors had created sleeping areas where
agents could stay and sleep if they were trapped by a monsoon or other inclement weather
that affected transportation home.

Entering a call center is much like entering many of the open-plan offices one might see
around the world these days. There are groups of agents in pods, formed by a few short
rows of desks, and the channel that those pods handle can be identified somewhat by sound.
The agents that handle phone calls are always speaking, often quite loudly, leading to a much
louder pod. The chat, email, and social media pods are much quieter by comparison, with
chat agents being the next loudest. This was due in part to the speed at which they type, the
audible alerts that the software puts out when a customer has been waiting too long for a
response, and the general chatter that happens as agents speak to one another or ask
questions of their supervisors. (The supervisors are always roaming the floor, available for
help but also checking over agents’ shoulders and keeping tabs on everyone.) Email and
social media pods both operated at a much slower pace than phone or chat, and were thus
quieter.

There was a hierarchy to an agent’s job and advancement opportunities at these vendors,
as the UX team learned from one of the vendors. Agents typically begin their careers
answering emails, which have the most flexibility in response time. Agents will then graduate
up to handling chat inquities, which require faster response times and involve handling more
than one chat simultaneously (typically 2-3 conversations). Agents who have been successful
on chat might then be upgraded to handling phone calls, 7 they have a good spoken
demeanor and high energy. Many of the phone agents used a nickname to introduce
themselves to customers, rather than their real names (which in this case were longer or
more complex than the names they gave to customers). If an agent succeeds at chat but is
not a good fit for handling phone cases, they could be promoted to social media. Social
media has a more relaxed timeline, like email, but the added stress that responses are often

2019 EPIC Proceedings 151



very public. For this reason, only the most experienced and talented agents were assigned to
handle social media issues at the vendor the team visited. They must know the products, and
know how to handle customers well so that issues don’t become publicity nightmares.
Agents on social media are a much more visible representation of the client company, so
they are chosen carefully for their skill and experience.

The Chat Agent Experience

Since chatbots initially will be used on live chat channels, the UX team was primarily
interested in observing specifics about how agents on chat channels dealt with customer
problems. These observations highlight what the team learned about agents working that
channel in particular.

The UX team was able to observe the speed at which chat agents typically responded to
customers, above and beyond the SLA. An SLA is a “Service-Level Agreement,” which is
typically a contractual agreement specifying exactly how long a customer can expect to wait
before their issue is resolved (Wikipedia contributors 2019). A client company might
promise their consumers that they will solve any problem within 24 hours, for instance.
Customer service vendors are thus obligated to also follow that client guideline when dealing
with consumer issues. In addition, there are typically internal, procedural SLAs, such as ones
that might require a problem to be assigned to an agent within two hours, or closed within
eight hours. At these vendors, there are other process requirements for chat, for instance,
that customers shouldn’t be kept waiting more than two minutes without a response from
the agent with whom they’re chatting. The UX team also observed processes around how
agents could only close out cases (mark them as “resolved”) once the customer had
confirmed and ended the chat themselves. Otherwise, sometimes agents were left to wait a
specified period of time before being able to say that the customer had abandoned the chat.
The UX team found that chat agents would typically respond within a few seconds to the
customers. This response time was aided by the fact that the service center software allows
the agent to see what the customer is typing into the message input field before the customer
hits “Enter” to send the text. Thus, by the time the customer finally “sends” their response,
the chat agent has already had a chance to see what’s coming and start finding an answer and
drafting their response outside of the chat window.

During the course of these chats, agents made extensive use of pre-composed responses
that they would copy-paste from somewhere else into the chat window, then modify (for
instance, with the customer’s name) before sending. The UX team observed different
workflows around these pre-composed responses, depending on the vendor, leading them to
believe that the client itself did not provide or dictate what these responses should be. The
agents called these their “spiels” at one vendor. Agents seemed to maintain their pre-
composed responses in their own voice and tone, though many noted that they would share
their responses with others, or that someone else had helped them get started at the call
center by sharing their documents with them. These pre-composed responses were manually
maintained, searched, and copy-pasted, making them a significant automation opportunity.
Indeed, the client (the fitness technology company) had already programmed a set of pre-
composed responses in the Salesforce system as “macros”. The UX team observed that
agents used a much larger number of pre-composed responses than were available and
curated, however.

152 Empowered, Confident, and Prepared — Mahar & Bennett



The UX team was also able to observe a number of chat escalations, whereby a case
solver in Tier 1 (the lowest-level agents) passed a customer case up to a Tier 2 or 3 expert
agent who was better equipped to handle it or the customer. The team observed that the
chat agent who was originally handling the case, upon realizing that they would need
assistance, would flag their supervisor, either over chat or by raising their hand or even
walking over, provide a brief summary of the issue, and ask for help. The supervisor would
then decide who would receive the escalation, and either the original agent or the supervisor
would give the Tier 2 agent a quick summary of what was coming. This was a very
interesting observation, because the customer service software can automatically escalate
from one tier to another tier or to specific agents. Thus, it was a workaround and a clear
preference at this vendor to have agents interact directly before handing over a case. This
was another area where the UX team saw an opportunity for automation to potentially assist,
because the agents clearly found this interaction method useful for both tiers of agents.

Agents + Automation = Teammates

The UX team aims to keep ethical and responsible product development front and
center, and although they weren’t able to get candid responses to their planned interview
questions regarding how agents felt about automation, the team was able to better
understand how agents saw themselves and their occupations. Chat agents in particular
claimed a satisfaction in solving problems guick/y. This is perhaps unsurprising, considering
they are judged on the speed of issue resolution (average handle time, or AHT). Agents did
not have much time during the workday to interact casually with other agents at their tier,
but they did regularly communicate via internal chat channels. They made an effort to
communicate with other agents to learn from them, to share pre-composed responses, and
to provide context to escalations. Thus, agents seemingly found such communications of
enough benefit to outweigh any potential negative impact to their resolution time.

The behaviors that the team observed agents take—reaching out and receiving help,
providing a heads up to colleagues before escalating a case to them, sharing resources that
had been helpful—all seemed designed to help agents feel a sense of preparedness and
confidence in the work they were doing and the new problems they were encountering.
Since the UX team wanted to maintain empowerment at the core of their experience, the
team outlined how agents interacting with a bot should feel: empowered, confident, and
prepared. These principles also point to developing bots as feammates, rather than as agent
replacements. Many large companies seek to develop automation in ways that do not
negatively impact their existing agents; the UX team now had a set of design principles that
could drive their product design decisions. Would a certain feature make an agent feel more
empowered? More confident in their solution for consumers? More prepared to handle new
issues? These were the types of features that the UX team wanted to incorporate into the
product vision. The behaviors observed around how colleagues interacted also provided
insight into how a chatbot could potentially be seen and integrated as part of the team, and
be respected as such. Ultimately, it seemed that if a chatbot could help agents continue to
solve problems, and do so more quickly, it was likely to be accepted as a teammate.
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IMPACT ON THE PRODUCT

The UX team was able to walk away from their weeklong observations with a number of
specific design recommendations that could be implemented over time, providing both
immediate and long-term value to the bot builder product. Features for customers, like a bot
response delay (intentional friction) for more natural conversations, could be implemented
immediately. Longer-term recommendations around escalation summaries, a use case for de-
escalations, and deeper voice and tone customization have also been adopted to varying
degrees. Those long-term features are agent-focused, designed to provide agents with more
confidence and make space for more high-value interaction time with customers when
handling cases.

Bot Response Delay

In the short term, the observations allowed the UX team to provide best practices on
how to adjust the timing of the bot’s responses during chat to more closely match
expectations that customers would have developed through chatting with human agents. The
value proposition of using a chatbot as a frontline Tier 0 resource, which then escalates
issues the bot cannot solve to Tier 1 agents, relies on the bot responding quickly to all
customer inquiries. However, the UX team had learned in prior research that when
companies’ bots had been responding instantaneously, it felt unnatural to consumers—
especially when multiple messages would arrive at the same time. Observations in the service
centers allowed the UX team to provide specific recommendations around timing, and to
determine that since human agents at their quickest responded in 1—4 seconds, bots could
respond in that timeframe and still be considered a fast response, without the need to
respond instantaneously. The chatbot building product was updated in the next release cycle
to include a variable “bot response delay” feature that would allow companies to choose a
delay time that felt right for their conversation design and customers. The chatbot
processing engine would then add this delay to each message, to stagger the arrival of a series
of messages sent in quick succession, and to allow consumers a brief chance to read each
message before the next one arrives. This feature was designed to benefit end consumers,
and does not impact customer service agents, although it was developed through the
observations of their chat conversations.

Conversation Summaries

Observations led the UX team to learn that summaries could offer value not only during
escalations, but also after the fact, as a way to handle case wrap up and help agents quickly
take note of what was done to help the customer. The potential value of providing a
summary of a chat conversation seems incredibly obvious in hindsight, but the accepted
viewpoint prior to these observations was that agents just read the chat transcript as they
received an escalated case, and that that worked fine. Seeing how Tier 1 agents prepped their
colleagues in Tier 2 when a case was coming was somewhat revelatory for the UX team.
What the team observed was that agents were chatting quickly and handling multiple cases at
one time, such that they didn’t reliably have time to read over an entire chat before needing
to respond and help the customer. Successful summaries, on the other hand, could help keep
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responses within the designated SLLA time period, and keep customers happy. This in turn
could help agents feel confident and prepared when they address cases that may have been
escalated to them by a bot. The content of the summary is also important. The team
observed that agents were not telling expert agents what they’d said, but rather what they’d done
to help the customer already, and what had, or, more frequently, had not worked. This
meant that summaries should ideally be action-oriented: what actions had the chatbot taken
already, and what were those outcomes? That information could be quite useful to a Tier 1
or 2 agent, who could then hop into a chat with an acknowledgement of what had been tried
already, and an immediate plan for next steps. The concept of adding a summary has been
added to the product roadmap for multiple automation-related products at Salesforce since
being introduced by the chatbot UX team.
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Sounds good, I'm glad 1 could help. Thanks for calling,
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Figure 1: Wireframe of a chat transcript within the Salesforce Service Cloud agent console that
contains the suggested summary component in context at the end of the conversation. Image ©
Salesforce, used with permission.
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Einstein Summary O

Issue 1: Change delivery address
New delivery address: 123 Main St. San Francisco CA 94105

Issue 2: Change delivery time

New delivery time: 5:00PM tomorrow, November 12

Figure 2: Witeframe of the summary component. Image © Salesforce, used with permission.

Agent-to-Bot Handoffs (De-escalations)

Observations also revealed a need for de-escalations: when an issue goes from a higher
tier to a lower tier of service. In this case, the UX team saw value for agents to be able to
pass conversations back to bots, who could then handle simple interaction flows for them.
The UX team observed many agents waiting for the SLA to run out when a customer didn’t
respond, before they could close out a case. This wasted precious moments for the vendor’s
client company—time during which the agent couldn’t help another customer, but also
wasn’t helping their current customer—as well as appearing quite boring to the agents
themselves. The UX team hypothesized that being able to hand a conversation back to a bot
that could “close out” the conversation and ensure that the customer had, indeed, left the
chat, could open up the agent’s time and either give them more breathing room between
chat conversations, or allow them to accept a new chat if they wanted. A pared-down
version of this feature, allowing a bot to handoff a conversation to another bot, has been
implemented in the chatbot builder product already, and agent-to-bot handoffs are now an
acknowledged opportunity area by the chatbot builder product team.

Voice and Tone Customization Tools

Finally, seeing how each agent customized and curated their pre-composed responses,
the UX team recommended adding features addressing voice and tone customization in the
future. As a customer calling a help desk, one might feel that the agent is simply following a
script—and in some ways and for some questions, they are—but the team observed that
those agents actually spent a great deal of effort trying to optimize their response time while
adding their own personal touch to each of their communications. Bots should do the same,
and if agents had helper bots that they could de-escalate to, those bots should be customized
to fit the voice and tone of the agent with whom they’re working.
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COMMUNICATING THE RESULTS

After every research engagement, the UX team posts a research report to an internal
website so that it is accessible to the rest of the UX organization and product stakeholders.
In this case, because the findings impacted multiple products, the team also gave a
presentation for the entire UX organization that highlighted the research done and the
guiding outcomes that now drive the product—Empowered, Confident, and Prepared—
after the service center observations. Salesforce UX is very user-driven, and agent agency in
particular is a hot topic for the organization, so designers were very engaged. The goal with
that presentation was to drive more empathy amongst designers by providing a very visceral
description of the call center life, and bring more detail into the persona of a service center
agent, a “case solver.”

Chat summarization, in particular, has been presented numerous times in internal
company executive summits, because it impacts a number of chat-related products that
incorporate intelligence. Summarization is not only relevant to bot interactions, but can be
applied to wrap up activities as well as analysis on cases. The designs for summarization,
originally created to be used in chat escalations from bots to agents, have thus seen more life
and are currently being incorporated into three different products.

In addition, this research has seen a long lifespan due to its first-hand nature. It provides
a wealth of anecdotes that can be drawn on by the UX team during discussions with product
management, engineering, and other stakeholders. Learnings from the research have even
been incorporated into best practices that are recommended to customers worldwide who
are using the Salesforce Einstein Bots chatbot building product.

CONCLUSION

This case study reveals how informative an ethnographic observation can be, even when
key research questions aren’t answered. The UX research team never was able to get first-
hand responses to how agents felt about automation, beyond immediate ways that agents
could be helped by minor automations in their workflows. And yet, the observations yielded
a wealth of information that led to a richer, deeper understanding of the end users that the
bots UX team was designing for. Such is the value of ethnography, to provide insight even
while withholding concrete answers.

Customer service agents, like most other employees, find satisfaction from doing their
jobs well. They seek to solve customer problems. The challenge is how to provide agency
without autonomy, because it is unlikely that at any time in the near future, companies will
give customer service agents complete autonomy over their schedule, what questions they
answer, or even their time. The nature of a service agent is to be ready at a moment’s notice
to respond to nearly any inquiry. Empowerment and agency in this context, then, means
providing resources to allow agents to do this efficiently and to allow them to move up the
ranks and gain recognition and skills from learning to address new problems.

The chat center observations that the UX team undertook in Manila also allowed the
team to better understand what allowed agents to be confident and prepared in how they
handled conversations with customers: they had a library of communal knowledge that was
regularly curated and updated, they communicated with others when they needed their help,
and they took advantage of every opportunity to provide better service to their customers.
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Doing this allowed agents to feel some agency in their activities, because they could
personalize responses to their liking, keeping their personality. The UX team learned
tirsthand how important it is to design within this framework so that human-Al
collaboration doesn’t lose those elements that provide agency and satisfaction to service
agents.

Molly Mahar is a Senior Product Designer at Salesforce and design lead for Einstein Bots, a
product offering that leverages Al and chatbots to help support centers manage and grow
their operations at scale. Her work focuses on making Al and machine learning
understandable and usable by non-technical audiences. w.mahar@salesforce.com

Gregory A. Bennett is Lead User Researcher at Salesforce for Service Cloud Einstein, a
suite of products that leverage conversational Al to benefit support centers and their agents.
As a formally trained linguist, his research focuses on empowering businesses to design
conversations that feel natural and helpful, build user trust, and meet user expectations for
linguistic behavior. gbennetf@salesforce.com
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Session: User Agency in UX Research / Case Study

The Human Agency Driverless Cars Must Preserve

ELIOT SALANDY BROWN, ReD Associates
KATY OSBORN, ReD Associates

In 2016, we set ont to understand the future of driverless mobility — and specifically, how a mobility
company can build products and services that will optimize the relationships between people and adyanced
assistive systems in an increasingly antomated future. This case study will shed light on how an ethnographic
approach inspired by actor-network theory allowed us to look closely at human-system interactions, build a
unique perspective on the forms of agency people value most, and understand how mobility companies can
harness this understanding to build antomated systems that strengthen their relationships with consumers.

Drawing from the core tenets of actor-network theory, onr research placed an emphasis not on individuals
or even broader social ecologies — but rather, shifting networks of relationships between bumans, objects,
tdeas, and processes. We divided our resonrces between two research tracks: i) human mobility, studying the
complex: network of relationships that gives shape to it, and ii) technology, studying networks of relationships
surrounding six analogons advanced assistive technologies that are likely to prove pre-cursors to the
relationship between people and driverless cars, ranging from the Dal/ inci surgical robot to the driverless
tractor. While the objective of the former track was to understand the relationship between human agency and
mobility, the latter was designed to belp us understand how advanced assistive technologies might aid or
impede this relationship going forward.

Studying human-system interactions within broader, complex: networks allowed us to uncover an insight
about agency that is core to how mobility companies should approach antomation. Agency doesn’t have a
single, fixed valne to individnals; rather, people derive greater meaning from and thus value agency over
higher-order tasks and responsibilities — often revolving around role determination and fulfillment, such as
“being a good father” or “being a precision farmer” — much more than they enjoy and value agency over
lower-order tasks — like paying the household bills, or keeping track of contracts with farm suppliers. The

people studied aspired to preserve their enjoyable agency over higher-order tasks, and thus perceived
antomation as most helpful when it liberated them to higher-order responsibilities by removing the burden of
lower-order ones.

This understanding allowed us to see that mobility companies can reframe mobility as much more than
about getting between destinations. Instead, they shonld see mobility as a broader and more valuable system
within which antomation can be used to lessen users’ burden of control over lower-order tasks, while
angmenting people’s agency over the most meaningful tasks. This could mean, for example, using antomation
to remove the lower-order task of navigation, so drivers can _focus on curating a unique set of destinations
through a city for their passengers; or removing pain points around parking that might dissuade a driver from
driving to see a friend, so drivers can focus on higher-order social tasks like setting the mood for a great
dinner. Since this study, this focus on unlocking the higher-order value of mobility has become a part of our
client company’s approach to driverless cars and adyanced antomated systems. This case study will invite
social scientists to consider how we might refine and continue to apply this actor-network inspired approach to
build an even more granular ambition for the future of antomation in mobility.
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INTRODUCTION

In 2016, ReD Associates was commissioned by an automotive client — we’ll refer to them
to as “A Auto” going forward — who recognized the potential of an anthropological
approach to help them solve a conundrum: What value could they deliver to people through
driverless vehicles? This case study will shed light on how we built a perspective on the
experiences and forms of agency people value most in a context where automation has the
ability to take tasks off people’s plates. Our use of actor-network theory as an analytic frame
helped us to distinguish between the types of tasks people wish to have automated and those
they may wish to continue to perform, and how to let users have agency even when tasks are
being automated.

BACKGROUND

Of the many transformative technologies crowding today’s airwaves, driverless vehicles
are arguably being touted as one of the most transformative, predicted to change the auto
industry, how people move, and our experience of the urban environment. They are likely to
become one of the next major digital platforms, like the smartphone, on which a raft of new
integrated services will be offered to people powered by personal data and connectivity. This
belief has fueled and been fueled by massive new investments, like Google’s self-driving car
project which began in 2009. By the mid 2010s, competitors ranged from established
automakers to new entrants like Tesla to tech giants like Apple, to mobility service
companies like Uber.

Until 2016, most of these competitors had been busying themselves with the complex
engineering challenge of developing the hardware necessary for a car to drive itself without
human intervention on any road in any condition. But “A Auto” was keen to explore what
driverless cars could do for people after that had been achieved. Most driverless car
competitors could agree that taking the driver out of the driving equation would result in
safer, more efficient, more predictable and cheaper journeys from A to B (Reiner et al 2015).
But “A Auto” wanted to explore more fundamental, higher value benefits of AV — once
people are relieved of the task of driving what new valuable activities and experiences could
be offered in its place, and what challenges of living in cities might driverless cars be able to
alleviate? In order to deliver on their promise to do really big things for people that went
beyond getting from point A to B, they approached ReD for a human perspective on the
experiences that would make driverless vehicles meaningful to people, families,
communities, and cities.

This is not the first piece of ethnographic research of its kind. It adds to a conversation
started in previous EPIC work on mobility and autonomous vehicles — such as Stayton,
Cefkin, and Zhang’s research on autonomous vehicles at Nissan (2017) — contributing an
argument as to how mobility companies can begin to segment and prioritize tasks for
automation. The authors of this paper believe that we need to understand how outsourcing
human agency can impact core roles associated with an individual’s identity. An
ethnographic toolkit is helpful for understanding how people can still feel purpose and
relevance when the future is increasingly providing more limited opportunities to signal and
express a core aspect of humanness—intelligence and agency.
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In the following pages, this case study will shed light on the unique methods we
employed in our ethnographic work with “Auto A” that allowed ReD Associates to look
closely at people’s relationships to mobility and automation through the lens of helpful
relationships to both people and things. Recognizing the utility of objects within peopled
networks is a unique proposition of actor-network theory. We used it innovatively as a point
of analysis for our study to understand how non-human objects (both with and without
autonomous capabilities) contribute to an individuals’ goals that go beyond accomplishing
daily tasks. That is, how does technology help someone become better in their myriad roles
as caretaker, entrepreneur, or adviser? Our answers to this question helped us develop a
framework that allowed “Auto A” to distinguish between roles that users wanted to maintain
agency over and why it was important to do so. We then highlight specific challenges and
recommendations for researchers that broadly apply to practitioners within the autonomous
vehicle space and those struggling to define value propositions that are hazy and
unimpactful.

RESEARCH

ReD Associates has been working with this automotive client for a number of years, which
was long enough to have established some appetite for a social science-based research
approach within the company. Not having to start from a place of fighting for the validity of
a social science-based approach set the ReD team up to gain approval for an ethnographic
approach.

The insights that “A Auto” needed in order to push forward in autonomous vehicles —
insights into what value automation might bring to the mobility space, and how it should
show up —are difficult to elicit using surveys, focus groups, or interviews. Ethnography, in
contrast, allows researchers to take a holistic, hypothesis-free look at people’s lives; be
exposed to the full range of needs, challenges, and aspirations that might be relevant for
innovators; and observe hierarchies of value and meaning in action. The simultaneous
breadth and thoroughness of an ethnographic approach nicely mirrors the virtually infinite
list of valuable experiences that might take place in a driverless vehicle. More importantly, it
offers unique potential for narrowing this list down.

ReD’s strategy for taking on the challenge of observing the future in the present was
fourfold.

Selecting a broad research phenomenon

ReD projects start with the selection of a core research phenomenon. It differs from
traditional scoping because we attempt to ground the project in something that is observable
every day—and therefore a core element of human experience. We selected “the helpful
relationship” as the study’s core research phenomenon because of the potential for assistive
devices to upend a universal and ubiquitous role. By studying what people in everyday
situations experienced as helpful and the nature of their relationship to the things or actors
that were helping them, we hoped to answer two core questions —what and a how. What
sort of help would people value from autonomous vehicles? And how should that sort of
help be delivered? (Help, in this case, could come in the form of addressing a problem, or
enhancing or delivering a valuable experience.)
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Framing the project as a phenomenon drastically widened the team’s possibilities for
observation: While they couldn’t observe the habituated use of a driverless car within
respondents’ everyday contexts, they could observe the wide range of needs that driverless
cars could eventually deliver on. The team could also observe the habituated, in-context use
of more common, analogous technologies that provide help — such as a family’s in-home
interactions with Alexa, or with a vehicle’s automated parking features. What’s more, they
were able to study helpful relationships beyond those with technology — considering, for
example, carpooling systems; interactions with personal assistants; or forms of assistance
exchanged between family members and friends. The last benefit of studying a phenomenon
as spacious as “the helpful relationship” is that it allowed the team to get beyond the
hypotheses and biases built into existing technologies, and open the client up to new forms
of value they might strive to inject into consumers’ lives.

Dual research tracks

“The helpful relationship” was studied through two main research tracks — human mobility
and technology — mirroring these two core research questions roughly (but not exactly).
Designing the research in this way allowed the research team to carry out ethnography that
was more conducive to success in this project insofar as it i) ensured coverage around both
what value driverless vehicles should deliver and how, and ii) allowed the team to observe a
range of “helpful relationships,” from more mainstream to more marginal and cutting edge.

Human mobility — In the first research track, human mobility, researchers sought to answer
questions like: What is the role of the vehicle in people’s lives today? What is the role of
mobility? What is it that people are ‘connecting’ when they make use of mobility solutions?
What forms of help and value do people experience as the move amongst the settings of
their day-to-day lives? And: What unmet needs and aspirations remain? The hope was that
this track would primarily shed light on what sort of help people might value from
autonomous vehicles.

Relying heavily on ethnographic interview and observation (including ride-alongs), the
researchers spent 1-2 days embedded in the everyday lives of people across five global cities
selected on a spectrum from advanced mobility infrastructure to basic mobility
infrastructure. Each researcher was tasked with gaining an in-depth understanding of not just
one core respondent, but of their day-to-day relationships to mobility, technology, and
broader social ecologies. Over the course of five weeks, the project team met with 32
respondents and 5 fleet vehicle systems (businesses that use multiple vehicles as part of daily
operations). (While the project’s initial research plan also included ride-alongs in driverless
vehicles on the client’s testing grounds, this was ultimately excluded from the study for
logistical reasons.)

Proxy technologies — It was the second research track — technology — where the team was
able to most freely explore and unpack the how aspect of “the helpful relationship:” How
should help from autonomous vehicles be delivered?

This second research track brings us to a third aspect of the team’s approach, -
observing people’s relationships with already existing proxy technologies. Looking to the
world’s most advanced and embedded assistive systems, the goal of this research track was
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to understand the complex interplay between people, advanced assistive systems, and ideas
that makes these systems successful or not; and to extract principles that could be applied to
autonomous vehicles. They sought to investigate questions such as: What is the user
experience of interacting with an advanced assistive system? How do people experience help
from automation? When does automation bring value to their lives, and when does it cause
resistance? Where do people wish they received more help?

This research track centered around seven half-to-full-day immersive deep dives in
which the researchers could observe the relationship between practitioners and advanced
assistive technologies. Visiting sites across four global markets, the team was able to observe
interactions with the Da Vinci surgical system, the John Deere autonomous farming system,
Disney World’s MyMagic+ smart pass system, a Boeing Autopilot Flight Training Simulator,
the Roomba vacuuming system, a machine-learning-powered vial filling assembly line in a
pharmaceutical factory, and an experimental digital system that puts computer algorithms at
the center of the industrial design process.

Drawing inspiration from actor-network theory

The team employed an approach inspired by actor-network theory. The hope was that
understanding and mapping out relationships between humans as well as humans and
technologies would help produce insights that could be used to optimize the relationship
between people and driverless vehicles, and perhaps even the relationships between
driverless vehicles. For each of the proxy technology studies, as well as key helpful
relationships and systems observed, the researchers went through a process of asking and
mapping: What does the system do? Who and what is involved? What flows of information
and activity can we observe? And: what makes these ‘flows’ successful or unsuccessful?

Triangulating with existing perspectives

Finally, field research was triangulated with existing perspectives on the future of automation
and autonomous vehicles through a combination of desk research and interviews with over
25 analogous systems experts, human science thinkers, and user experience and design
practitioners. These interviews proved invaluable to the team in understanding existing
assumptions and orthodoxies around the future of automation, as well as both mainstream
and marginal narratives on the what and how of autonomous vehicles’ potential future value.

KEY FINDINGS AND TAKEAWAYS

We exist in a cultural moment when the boundaries of automation are undefined. Many
discourses overlook human agency entirely, promising that “intelligence” will in time
infiltrate just about every aspect of human life — from how we cook and shop, to how we
date, work, create, travel from A to B, and much more.

Perhaps the greatest victory of this project was that the insights delivered to “A Auto”
shifted the emphasis from where automation caz play a role to where it should. At the core of
these insights was a model that outlines the three universal, high-level needs that people have
around experiencing meaning and value in their lives, and clarifies the relationship between
these needs, technology, and mobility. This model helped “A Auto” get closer to answering
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the what component of this project’s research mandate — What sort of help would people
value from autonomous vehicles? — narrowing in on three ‘domains of value’ within which
to conduct further research and innovate. It has since become a key component to how “A
Auto” seeks to deliver value to its consumers in and beyond its automation efforts, and is
used frequently in departments as disparate as branding and service development.

While this universal model cannot be disclosed in this case study for confidentiality
reasons, this case study will disclose a secondary component of the insights: three universal
principles for developing valuable and agency-aware automation. These principles touch at a
high level on both the what and the how of the project’s research mandate: what roles

assistive systems should and should not take on in the mobility space and beyond, and how
they should behave.

Not all tasks should be automated

While this universal model cannot be disclosed in this case study for confidentiality
reasons, this case study will disclose a secondary component of the insights: three universal
principles for developing valuable and agency-aware automation. These principles touch at a
high level on both the what and the how of the project’s research mandate: what roles
assistive systems should and should not take on in the mobility space and beyond, and how
they should behave. Whether studying precision farmers, pilots, or surgeons, ReD observed
that there’s a certain realm of human activity in which automation is unwelcome, and
another realm in which it’s very welcome if done right. Agency doesn’t have a single, fixed
value to individuals. People are often more than happy for automation to take over more
logistical, tactical tasks that are experienced as tedious or menial — “low-level tasks” — and
particularly those seemingly unrelated to the high-level roles and goals people aspire to fulfill.
In contrast, they tend to resist automation that attempts to take over “high-level
responsibilities:” more strategic, big picture; curation, decision-making, and execution —
often around fulfilling certain roles or goals, such as “being a good father” or “running a
sustainable more farm.”

Low-level tasks are faitly easy to spot. For the precision farmer, a low-level task might
be calculating the right amount of fertilizer to order from a distributor, or predicting how
many days you will need a piece of rental equipment given a certain planting cycle. For a
father, a low-level task might be doing the family taxes, or planning, cooking, and packing
kid lunches for the week.

In the case of low-level tasks, the value of automation often trumps the value of agency.
In general, people derive very little meaning, fulfillment, or enrichment from carrying out
true low-level tasks — they tend to find them burdensome distractions from the high-level
tasks that matter most to them. These are the tasks that automation can more or less remove
from people’s plates, and where tech can reasonably be expected to show up with credible
solutions in the next decade without too much of a capability stretch.

High-level responsibilities can be less easy to spot without a holistic lens: they are often
highly individual and contextual, and lack clear markers for completion or success. For the
new retiree, a higher-order responsibility might be feeling fulfilled after a career has ended by
strengthening existing relationships. For an overworked manager, it might be ensuring time
for self-care and relaxation. For someone who has recently moved, it might be making new
friends by starting new hobbies.
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In any case, people are completely and unequivocally demanding agency over these high-
level responsibilities, as well as the decisions and behaviors that seem to directly support
them. Not only do these higher-order responsibilities provide an opportunity to engage in
strategic, big picture decision-making, but success is often highly meaningful. Succeeding in
higher-order tasks can help someone connect to or strengthen their identity, or attain value
in the form of pleasure, mastery, status, or personal enrichment. Humans, objects, ideas, or
processes that get in the way of people engaging with these high-level responsibilities are
getting in the way of all the forms of fulfillment and meaning they potentially offer. This is
the form of human agency automation must preserve.

One key exception to this framework is when a task that may appear low-level is actually
directly tied to a much higher-level responsibility in a person’s life, and thus becomes a task
in which it people see value in investing hands-on time and energy. Cooking might be
considered “low-level” to a busy working mother who is primarily concerned with being a
better friend, family member, and entrepreneur; but the task may in fact feel quite “high-
level” to an aspiring chef, an avid host, or someone who sees cooking as a means to the
more grounded and relaxed life they desire.

It is not a new idea that tactical, routine tasks will be the first to be automated. But the
reason to not automate strategic, higher-order tasks has historically been about the
limitations of technology. Recently, the narrative around the value of automation has
increasingly set its sights on the automation of higher-order tasks as a way of bringing value
to consumers. This work challenges that ambition. Doing so may be technologically

possible, but we would argue that in many cases it will not be experienced as particularly
desirable or helpful.

Automation should always allow people to retain a sense of overview and
control

When delivering help with these low-level tasks, automation must be executed in such a
way such that the user always retains both overview and control. ReD observed that when
advanced assistance systems removed users’ ability to understand, oversee, and even toggle
or intervene in the automation process — disrupting their pulse on when automation was
happening, what it was doing, and why — they felt these systems had gone too far. This
experience left them feeling vulnerable, and helpless against a hypothetical situation wherein
they needed to step in, make a change, or leverage information around a low-level task to
course correct within a high-level one. The surgical pilot studied by ReD highlighted this fear
of helplessness, saying: “If the system makes a mistake and I can’t quickly get an overview, I
can’t intervene.” The precision farmer expressed a similar desire to feel like the central
control hub of an automated system, saying: “I want a system that puts me at the core.”

Providing overview and control is not only important because of how it makes people
feel; it’s also critical for ensuring that automation does not result in their deskilling. When
people do not have overview and control over low-level processes — because of automation
or otherwise — these processes become a black box to them, and impede the sort of big-
picture thinking needed to carry out high-level responsibilities like strategy and curation. In
contrast, when automated systems collect, organize, and communicate data that provides
people with a sense of overview and control over low-level processes, they can augment the
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sense of agency and expertise people bring to carrying out their high-level roles and
responsibilities

Automated system interfaces should make the limits of their capabilities clear

The third and final principle ascertained by the ReD team is around how automated
systems should communicate with their users. In short, anthropomorphism is not the
answer. This study and countless others conducted by ReD have surfaced endless moments
of people struggling with voice assistance technologies, frustrated by the gap between the
expectations conjured up by an anthropomorphic interface and the reality of its lackluster
performance. People are frequently raising their voices, cursing, making fun of, trying to
subvert and outsmart, and sometimes ultimately dismissing anthropomorphic technologies
— from automated customer service systems to Alexa and Google Home to in-car
navigation systems. Despite this, UX conversations around how advanced assistive
technologies should feel almost always draw upon a suite of possible personas. Should it feel
like a partner? A wise council? A friend? A servant?

Embedded in these conversations is an assumption that it’s a human relationship people
seek when they interface with robots. In fact, the people ReD studied would rather carry out
“dumb” or repetitive interactions with an interface whose capabilities were limited but
clearly defined than have natural, smart, or varied interactions with an anthropomorphized
interface like Siri that does not make the boundaries of its capabilities clear — and thus, is
liable to disappoint. This study suggested engaging with automated systems should feel less
like interacting with a human and more like interacting with a dog. People know what their
dogs are trained to do, and have a limited set of fixed commands — almost like verbal
buttons — they can employ to activate these behaviors. The result is that people feel a
relative sense of overview and control — an in turn, a stronger sense of agency.

REFLECTIONS ON RESEARCH AND IMPACT

Research is inevitably different in theory than in practice. In the case of this study, the
team’s China researcher was briefly detained outside of Chengdu when his investigation into
“how people live” was deemed suspicious. In Munich, a terrorist shooting in a shopping mall
resulted in the team’s Germany researcher hosting a temporarily displaced client in his
Airbnb for the night. Upon arriving at a house in Dallas, another researcher was reminded
that autonomous vehicles will inevitably play a role in underground economies — including
the one responsible for furnishing this particular home with piles of drugs and cash.

More pertinently, there were methodological challenges. The most significant of these
had to do with the broad scoping of the research, and in particular, the question: What sort
of help would people most value from automation in the mobility space?

In theory, almost any valuable task from normal life could reasonably be transported to
the interior of a driverless vehicle, just as new mobility solutions could realistically connect
people to just about any valuable experience. This reality altered what the research team
originally thought was a reasonably focused research question — What sort of help would
people most value from automation in the mobility space? — into one that was almost
impossibly large. The challenge it introduced during research was that no observation was
obviously out of scope: researchers had to be ultra-alert, attuned to every last need and
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aspiration in the event that they might — in conversation with those observed by other
researchers — be core to identifying a fundamental value proposition for autonomous
vehicles.

While challenging, this level of breadth was not ultimately insurmountable. This level of
breadth did, however, mean that both the universal needs model and automation principles
ReD developed for “A Auto” were very high-level, and in some instances ultimately difficult
for the client to translate into concrete experiential solutions. There’s a strong case to be
made that a more iterative approach to ethnographic research — conducting several weeks
of research to arrive at the big idea, and then returning to the field to flesh out subthemes
and collect more granular data — could have helped avoid this difficulty with translation. As
it stood, this project ended with ReD and “A Auto” having identified clear domains of value
around mobility and automation. The logical next step would have been to make these
domains of value prescriptive, using additional granularity from the field to define clear
principles to follow and key levers to pull within each domain.

Another notable challenge was in layering actor-network theory onto the team’s
ethnographic research and analysis. Initially, the ReD team set out to map out the networks
of humans, objects, ideas, and processes observed in the field, and to use these maps to
analyze key relationships and dynamics. But applying actor-network theory requires an
analytical jump whereby humans, objects, ideas, and processes are all given equal weight, and
display behaviors and states — including success and failure states — that can be described
using consistent language. While the team found it fairly intuitive to anthropomorphize
automated systems — describing the Da Vinci surgical robot as intrusive or socially inept,
for example — describing the behaviors of concepts and processes in common terms
proved much more difficult.

The result is that the network maps that came out of this project looked more like
behavioral maps, or maps of systems: They were very logistical, practical, and did not include
ideas as agents. This is not to say that the outcomes of the study were greatly diminished.
The systematic lens provided by actor-network theory remained helpful insofar as it
illuminated mobility systems that “A Auto” could potentially own in the future, as well as
connections they could make to other systems through partnerships (e.g. retail networks).
However, a more rigorous application of actor-network theory — and particularly one that
places greater emphasis on ideas as agents — could potentially open up new possibilities in
future technology studies. Understanding the ideas that surround people’s helpful or
unhelpful relationships with technology, for example, might surface implications for
branding and storytelling.

The third point to be made is not around a challenge so much as an area for
methodological growth. ReD’s more recent exploration of proxy technology assessments in
its methodology has begun to highlight how fruitful it might have been to study mobility
settings analogous to the driverless vehicle that could stand in as proxies — for example:
taxis; shared second-order mobility experiences like Uber Pool; or contexts like carpooling
systems, in which the driverless experience is orchestrated through a social exchange.
Expanding the research to include these proxy sites would have helped the research team to
establish a stronger foundational understanding of the default behaviors and higher-value
experiences present in existing driverless mobility contexts, and more clearly articulate how
future contexts might offer a departure.
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Fourth, despite our continued work with “Auto A” there were a number of conceptual
jumps they needed to make that involved getting outside of the engineering and design
domains they traditionally work in. It’s worth noting that this is not an easy mandate. Picture
a driver, sitting in his or her car. Now imagine that this driver no longer has to drive the car.
This means that the car no longer needs a forward-facing driver seat. In fact, the inside of
the car no longer has to look the way it previously did at all. And suddenly, this driver could
be doing any number of things as that vehicle moves towards its destination: sleeping,
working, exercising, bonding, meditating, playing video games, shopping, cooking, eating,
watching tv, listening to a podcast, reading a book, learning, hosting a meeting — the list
goes on. Each of these new use cases stands to change how people evaluate and choose
between mobility options — and thus, the types of journeys for which a vehicle might be
used; the types of experiences to which a vehicle might connect people; and ultimately, the
forms of value a vehicle delivers in people’s lives.

“A Auto” also faces an additional challenge beyond understanding the value of
autonomous vehicles. The digital age increasingly asks companies that have historically
excelled at manufacturing to compete for a position much higher up in the value chain —
delivering not just physical products; but the layers of services and experiences that can now
be built on top of them, delivering margins previously unobtainable to manufacturing
companies. Competition is no longer happening exclusively on the factory floor, so much as
in the design rooms of companies like Apple; where a wealth of experience, instincts, and
data is harnessed to connect with, engage, and deliver value to consumers in unprecedented
ways.

At the time of this project, a bold subset of voices within “A Auto” had the vision to
recognize a shift in the modus operandi of companies like them, and were beginning to
advocate for the company’s own internal shift towards building services and experiences.
There wasn’t a strong consensus around exactly how to drive this shift— should the
consumer perspective be the domain of a growing UX department? An advanced design
department? Consumer insights? But there was consensus that it was critical for “A Auto” to
invest in developing its own deep understanding of — and instincts around — the mobility
experiences that consumers would value most, and build a value proposition for
autonomous vehicles rooted in this understanding. This consensus came from the
flourishing of a culture of focusing on the customer as an antidote to a growing awatreness
that many automotive innovations from the past ten years had not delighted customers in
the way engineers had hoped. Enlisting help from ReD was one of the first instances that
these voices were able to break through to the powers that be — from the head of
engineering to the head of strategy to the CEO — and get them aligned around a single
agenda point.

CONCLUSION

If technology refers to “the art, skill, ... way, manner or means by which a thing is
gained,” ethnographic research is today a technology as valuable as any. In a landscape where
a suite of emerging technologies is predicted to radically alter the way people live,
ethnography can help companies to refine their expectations — recognizing the universal
human needs, aspirations, and forms of agency amongst which the value of various
technologies is determined. More importantly, it can illuminate a path forward for
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companies where meaningful experiences trump the novel and high-tech. With some
refinement, an ethnographic approach informed by actor-network theory can potentially take
this value a step further, helping companies take a more holistic approach to driving value
through new forms of automation — going beyond systems design to consider for example
the language, storytelling, and interface aspects that can affect the success of an assistive
technology.

For “A Auto”, an ethnographic approach to the challenge of creating value in
autonomous vehicles highlighted key domains of value in which “A Auto” should
concentrate its efforts, as well as key initial principles for doing so. Automate low-level tasks
while preserving or even augmenting agency over high-level, strategic ones; Allow people to
keep a sense of overview and control over any automation; Avoid anthropomorphic
interfaces.

These principles add up to a few key statements about human agency in an age of
automation. First, agency is variable in value depending on the task at hand and how this
task fits into people’s higher-level goals and roles. Second, even where agency holds little
value for people, they are highly sensitive to its removal, and expect to be kept ‘in the loop’
enough that they have the ability to reassert agency at any point in time. And third, agency
means no surprises — and people experience automation that acts smarter than it turns out
to be as a highly unpleasant surprise.

The limits of this study’s impact highlight the value of iteration in ethnography, as well
as yet unexplored possibilities of proxy technology assessments and actor-network theory
more rigorously applied. But more than anything, they point to ripe territory for
methodological exploration and refinement — and within this territory, the rich opportunity
for ethnographers to help shape an automated future that enhances and augments human
agency, in and beyond the vehicle. Despite our focus on autonomous vehicles, the hope is
that this study will offer a building block — both for companies looking to establish
meaningful value propositions for emerging technologies, and for ethnographers looking to
push forward their methods of studying them.
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Session: User Agency in UX Research / Case Study

Using Ethnography and Narrative Analysis

to Uncover Customer Agency
Intrepid Travel’s Online Booking Project

ALICE WATSON, Intrepid Group

This paper draws on a discovery research project focused on the customer experience of Intrepid Travel’s
antomated booking system. The Data Analytics team initially investigated customer behaviour when booking
and found problems with bigh exit rates on the first and second steps of the 3-step booking process. A
paradox was also found between the numeric NPS and CES scores for booking, and comments which
revealed high volumes of customers requiring assistance from customer service to complete their online booking.
The Product Manager for this project prioritised an extended discovery research phase to provide a more
holistic understanding of the customer experience of online booking and answer some questions that arose from
customer bebaviours highlighted by the Data Analytics team. The UX Researcher’s task was to design a
research project that would analyse why customers were struggling to complete Intrepid Travel’s antomated
booking process and provide recommendations to improve this system for a better customer excperience.

The UX Researcher designed a qualitative research project with an ethnographic approach, which aimed
to provide a detailed understanding of customer experience of Intrepid Travel’s antomated booking system.
The project involved real customers completing actual online bookings, with participants from Australia,
North America and Europe having their face, screen and voice being recorded in discussion with a moderator.
These usability sessions highlighted customer’s excperience of decision-making, especially how the design of the
booking system impacted a customer’s sense of confidence, clarity and control. Ultimately, the results from this
study demonstrated that Intrepid Travel’s antomated booking system negatively impacted customer’s sense of
agency in relation to their booking. The design and functionality of the choices presented to customers removed
their ability to make decisions independently and instead caused confusion and a feeling of loss of control for
customers. Using real customers who were engaged emotionally and psychologically with the booking process
was crucial in uncovering agency as a causal factor in a negative customer experience with Intrepid Travel’s
booking system.

These details of the customer experience were highlighted in collaborative workshops with stakeholders
and the product team facilitated by the UX Researcher. Two synthesis and analysis workshops were
conducted with the aim of bringing stakeholders closer to the customer experience and engaging them directly
with customer research. The Narrative Analysis workshop especially was impactful in drawing out customer’s
tacit needs, highlighting customer agency as integral to positive engagement with an antomated system. Both
collaborative workshops were successful in engaging stakeholders in how online systems can fundamentally
impact customers emotionally and psychologically and pushing the customer jonrney beyond highlighting pain
points’ to solve with design.

This case study demonstrates the value of digital ethnography in uncovering how an antomated system
impacted Intrepid customer’s ability to maintain agency in decision-making when booking a trip online. This
research uncovered significant design problems and the findings created a platform for UX design principles
that ensure that redevelopment of Travel’s online booking system centres on customer agency.
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COMPLEXITIES WITH ONLINE BOOKING

Intrepid Travel is an Australian adventure travel company which operates small group
tours on all continents, providing customers with sustainable, experience-rich travel. The
company started 30 years ago as a start-up initiative by two friends and has expanded since
then, while keeping responsible tourism, a love for adventure and innovation at its core.
Booking customers onto trips is the essence of Intrepid Travel’s business. However, in 2018
70% of customers in the Asia-Pacific region were still booking through travel agents, rather
than through the online booking system available on the website. With costs of commission
to travel agents high, the effort of maintaining ongoing business relationships with travel
agents and uncertainty in the travel retail space, there was a growing push within the
leadership at Intrepid Travel to move customers onto direct booking channels. The potential
return on investment that could be realised by shifting more customers in APAC, and
globally to online booking prioritised a project that sought to optimise Intrepid Travel’s
online booking system.

To start the Direct Sales Optimisation Project, the Data Analytics team began with
understanding overarching customer behavioural trends between clicking the ‘book’ button
on the trip a customer has selected, completing the three-step online booking system and the
email journey between confirming booking and departure on a trip. They discovered that
between January 2017 and August 2017, of the 138,000 customers that click through from
the ‘book’ button to the first page of the booking process, only 15,000 fully completed their
booking; approximately 11%.

The Analytics team also looked at the ‘exit survey’ which popped up when customers
clicked ‘back’ or exit on the browser during the booking process. Customers could answer a
free text field in response to the question: ‘what prevented you from booking online today’,
providing insight into the reason they were abandoning the booking. The comments from
this field were analysed by text volume and trends revealed that many customers identified
flights, room options and payment as causing them to abandon the booking process entirely.
Despite this text volume analysis, it remained unclear why these particular topics were
triggering an exit response from customers.

NPS and CES data linked to online booking demonstrated high numerical scores,
however only reflected customers who fully completed their booking online. The comment
content highlighted issues with email communications from Intrepid Travel post-booking
and technical problems with the automated booking system that were resolved through a
positive customer service experience. The comment content added complexity to the high
numerical scores and raised further questions about the overall context of customer
experience and satisfaction with online booking. The data from NPS and CES therefore was
inadequate in providing a full picture of the customer experience of online booking and
could not account for the experiences of potential customers who dropped out of the
booking process.

A significant knowledge gap also existed for those within the company in understanding
the customer experience and perceptions of email communications from Intrepid Travel
between booking their trip and departing. Despite many people working on emails that were
customer facing, there was a lack of accurate documentation, significant issues with siloing
between departments, regions and software operating systems that emails were being sent
from and no understanding of how this was affecting the customer’s experience of
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preparation for their trip. There was also no quantitative or qualitative data being collected
on the email journey between booking and departure, presenting an issue in benchmarking
the current state or proving any guiding metrics for understanding the customer experience
of email communications in this important part of their customer journey.

Before re-design of the online booking system started, the Product Manager prioritised a
discovery research phase as necessary to better understand the customer experience of
online booking. These initial investigations by the Data Analytics team highlighted key
knowledge gaps for further focus: what was triggering customers to abandon the booking
process at high rates, and why customers were contacting customer service while booking
online. Discovery research on customer’s perspective on email communications between
booking and departure were also scoped for this project. The UX researcher decided that an
ethnographic approach would provide clarity and detail about the customer experience and
fill these knowledge gaps. This qualitative research was positioned to provide insight into the
context of customers struggling to complete bookings online and create findings that were
actionable for developing an improved online booking system.

ETHNOGRAPHY AS A ‘WHY’ METHODOLOGY

The discovery research study design involved qualitative methodology: A diary study and
usability sessions, aimed at capturing a holistic understanding of the customer’s online
booking experience from clicking ‘book’ on the Intrepid website to departure on their trip.
The overall objective of this methodology was to provide detailed insight into why
customers were struggling to complete an online booking in surprising volumes.

Usability sessions were designed to answer the overarching question ‘how is the
‘booking’ stage of the customer journey being impacted by Intrepid Travel’s automated
booking system?’. The longitudinal diary study aimed at capturing customer’s perspective on
email communications from Intrepid Travel from the time of booking through to departure
on their trip. Key research questions for the diary study were ‘what are customer’s
information needs between completing a booking and departing on their trip?” and ‘are email
communications from Intrepid Group preparing customers for their trip in a way that meets
customer’s expectations?’. Both inductive methodologies would complement each other in
providing focus, depth and detail into the customer experience from their own perspective
and uncover key factors to be improved by a redesign of an online booking system and email
journey.

This case study focuses on the usability study component of the research as this
highlighted agency as a causal factor in customer’s problematic engagement with the online
booking system. Usability sessions were a methodology that proved critical in capturing
insights on the customer’s emotional and psychological engagement with the online booking
system.

The usability component collected insights from 21 participants from Australia, North
America States and Europe. Fach participant had their screen, face and voice recorded
during moderated usability sessions while they made an online booking for an Intrepid
Travel trip. Data collection responsibilities were split regionally, with the UX researcher
conducting usability sessions for Australia, and two non-researchers conducting usability
sessions from London and California in their respective regions. To assist non-researchers in
this role of data collection, training and resources were created by the UX researcher.
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The UX researcher also provided a table of metrics (Figure 1.) to assist the non-
researchers conducting usability sessions to understand what they should be looking for in
those sessions and help them to conceptualise the ‘data’ that was pertinent to this project’s
aims. This was helpful in framing the study as including participant’s emotional and
psychological engagement with the online booking system alongside looking at usability and
functionality.

Providing this table of metrics and training and ongoing mentorship of regional non-
researchers was essential in emphasising the ethnographic approach of the project design
and capturing the contextual data of customers making a real booking, as well as the details
of them using the online system.

Global Research with Non-Researchets

The discovery research phase was scoped to understand the customer experience of
booking online across all of Intrepid Travel’s key global sales regions: Asia-Pacific, Europe
and North America. Given that there is only one UX Researcher, and no other staff in a role
that includes qualitative research, this global scope presented a significant challenge.

Scaling this project therefore involved using staff from other departments to work as
proxy researchers that could collect data from Europe and North America. A marketing
manager from California and a marketing executive from London were trained and
resourced by the UX researcher to moderate usability sessions with customers in their
regions independently. Using local staff to engage with customers in their own regions was
advantageous to understanding regional nuances such as date and address fields in the
passenger details section of the booking form, and different language and cultural
expressions when discussing travel, payment and communication or customer service needs.
Working across different time-zones was also made easier by having a localised moderator
for usability sessions.

Working with staff from different departments and in regional offices was an
opportunity to involve the wider business in UX research and bring others closer to one
aspect of the customer experience. It presented a steep learning curve for the UX Researcher
in being able to effectively and concisely communicate the essential information for the role
of moderating usability sessions, best practice for qualitative research and an ethnographic
approach in a limited time, with inexperienced individuals. The resources created to train and
mentor the moderators for this project, have since been used to instruct other people in the
company interested in being involved in UX research. This project has been a benchmark in
democratising UX Research praxis, which has opened all stages of data collection and
analysis to be inclusive of stakeholders. Projects since have involved non-researchers in
moderating, note-taking, observing and synthesising data which has resulted in increased
buy-in and interest in UX Research across Intrepid Travel. The value of good quality
qualitative research and the insight it provides to business problems has also been recognised
and acknowledged in regions outside of the Head Office in Melbourne, which has resulted in
more demand for data-driven decisions. The learnings from the global scale of this project
came from the challenges of conducting ethnographic research praxis with inexperienced
researchers, but seeing reward from the results.
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was not provided in the booking
experience

- Saying what would make their booking
experience easier

- Saying what needs are unmet by the
booking experience

- Demonstrating where a certain
feature/ function could be

What the What the participant is doing How the researcher collects
researcher is this information
looking for
Usability - Completing all fields - Watching screen
- Understanding the UX copy - Asking if information is clear
- Understanding what is required with - Asking where they expect to find
selecting options information
- Understanding what is required to - Asking where they would access
move to next page help
- Can find information they need
- Can access help if required
- Can access booking information
Emotional - Explaining why they chose this trip - Watching screen
Engagement - Checking information for right trip - Woatching their face — where their
- Checking departure dates eyes are looking,
- Checking personal information is + Scrolling up and back to ‘check’
entered correctly - Asking about security and comfort
- Able to find information they need - Asking how they ‘feel’ during the
- Exptession of comfort/ discomfort in process.
providing information
- Exptession of secutity/ insecurity with
payment
- Checking payment confirmation
User - HOW they: - Watching screen
Behaviour - Look for information (engagement - Asking about their choices
with search bar, tabs, filters) - Asking about email expectations
- Choice of room type, extras, TIF,
payment
- Expectations of emails following
booking
Desires - Saying what they were expecting that - Asking what their expectations are

- Asking if they are looking for a
feature/ function

- Asking what would improve or
assist their experience

- Asking about their payment
needs/ preferences,

- Asking about communication with
Intrepid

Figure 1. Table of metrics for conducting usability sessions
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Researching the ‘Real’ Customer Experience

Capturing real customers completing an actual booking was integral to understand
emotional investment, confidence and decision-making when focusing on customer
interactions with Intrepid Travel’s automated booking system. To use real customers for this
project required a somewhat complicated recruitment process; customers had to be recruited
at an opportune window between being ready to book and completing a booking.

Gaining consent from participants was another significant hurdle because the online
booking system requires personal information as part of the process; some of which would
be captured with screen recording software. The need to establish balance between a desire
to fully capture people’s authentic experience with entering personal details into the system,
with a need to protect their privacy and be aware of ethical research practice was apparent. A
carefully worded consent form explicitly laid out all the details of what was to be included
and excluded in the screen recording, who would be able to access the data and how it
would be stored securely. Recruitment for this project in the right timing, and with a lengthy
consent form, was difficult and returned a high drop-out rate, which strained time-lines and
the effort of regional moderators in balancing this project with their usual Marketing roles.

Software called ‘Lookback’ enabled the moderators to capture the booking process, as it
records a participant’s screen, face and voice simultaneously, while allowing them to be
interviewed at the same time either remotely or in-person. Participants could use their own
device, and sessions could be conducted remotely as the software could be easily set up by
the participant installing the app or clicking a link with set up prompts. Each usability
session took between 30 minutes and an hour. The sessions followed customers through the
entire process from clicking on the ‘book’ button on their selected trip, going through each
step: entering their passenger details, selecting room type, selecting extra services and
donating to The Intrepid Foundation, making a payment (full payment, deposit or hold), and
finishing with the booking confirmation page and going through the ‘My Booking’ portal.
Throughout this process, the moderator asked them to explain their process, ‘think aloud’,
describe their expectations and hesitations and talk through their frustrations.

The project included 21 participants in total, with 9 customers from Australia and 6
customers from North America completing an actual booking while being recorded using
Lookback. Data collection from Europe, however, was affected by the difficult recruitment
process and using a non-researcher with limited time to spend on recruiting real customers
within the project deadlines.

This resulted in the participants from Europe consisting of 6 friends or “friends of
friends’ which meant they did not have the intention of completing a real booking. The
difference between these ‘proxy’ users who stepped through the online process and real
customers engaged in the process and outcomes of a booking was stark. The users who were
not making an actual booking, gave more comments on the visual design of the booking
process, the functionality and copy, rather than the broader context of their expectations, the
outcomes of choices and decision-making. These proxy users did not double check their
information and were not invested in the rooming or extras options, although some
expressed confusion about the display, copy and layout. They moved through the usability
sessions quicker and did not go through the payment process, and therefore did not
deliberate about the different payment options or their booking or payment being
confirmed.
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The data collected from the European users was therefore used primarily for closer
analysis on system functionality, usability, layout and design as the data on emotional and
psychological engagement was not captured with proxy users. The European data was stored
with the North American and Australian data but marked as ‘usability’ data and analysed
somewhat separately to the sessions with real customers. The themes emerging using axial
thematic coding were different due to the nature of user engagement with the booking
system. Thematic coding for the European data did not show significant results for agency,
effects on user’s confidence or sense control, instead highlighting individual features of
functionality and design as the most important for users. Notably, solely using proxy users in
the project may have missed agency as a primary causal factor of a problematic customer
experience with the booking system.

Proxy users in the UK demonstrated the comparative value of engaging real users in
Australia and North America, and the different level of insight when customers were
emotionally and psychologically invested in the booking process. The impact of having real
customers participate was clear in the results from the data, and the value of maintaining the
intended research design is a lesson learned for future UX research projects to keep the data
consistent and easily synthesised and analysed. Using real customers instead of ‘users’ in
Australia and North America demonstrating their booking experience pushed the metrics of
this project beyond functionality, heuristics and usability and were essential in uncovering
agency as a foundational aspect of customer experience with the booking system.

Findings from Usability Sessions:

The overarching insight from observing customers engagement with Intrepid Travel’s
automated booking system was how the system caused customers confusion, a loss of
confidence and a need to clarify or seek further information on decisions that were necessary
for booking. Ultimately, customers felt their ability to maintain a sense of agency in
independently being able to decide on booking options according to their needs, and in
relation to their selected trip was undermined by the design and function of the online
booking system. The following is more detailed breakdown of the key insights leading to this
conclusion:

The series of choices presented to customers in the online booking process were the
most significant pain point. Some choices presented to customers came without warning,
were ambiguous and had unclear outcomes: especially room type and extras selection.

(Customer selecting room type) there is no information that clearly says I will be sharing
with my sister, it says I will be sharing, but not with the co-passenger, I will call because
I am not sure.

As customers proceeded through the booking steps, they lost confidence and trust in the
outcomes of their selections and were not sure of what actions would be taken by Intrepid
Travel to confirm their room type and any extras they had chosen. This affected customer’s
agency by making them unable to understand the impact of their choices, and link decisions
to outcomes.

Customers felt the need to double check information about their booking at each stage
of the booking process, and when this information remained unclear, felt the need to contact
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customer service by phone or use live chat to clarify. Their ability to maintain independence
when making decisions about their needs regarding their trip was therefore impacted.

Travel industry specific language such as ‘on request’ and ‘single supplement’ also caused
confusion among customers unfamiliar with travelling. This increased customer’s sense of
loss of control, confusion and contributed to them losing confidence in ownership of their
decisions related to their trip.

Information customers were expecting, ie. pricing when selecting airport transfers, was
not available which made them feel out of control of their budget and feel a loss of
responsibility for their trip. There was also no information available about how or when the
customer could have access to pricing information, if they were responsible for following up,
if they were locked-in to a selection or if a quote would be provided as optional, or what the
post-booking process was.

(Customer selecting extras) I just want to see how the price changes when I select
these options. At this point I am wondering if it will affect my total trip price,
because it just says 'to be confirmed’.

On the same page in the second step of the booking process, the customers were
confronted with 8 ambiguous choices, the final choice being a donation to The Intrepid
Foundation. For most customers participating in the usability sessions, this was the first time
they had seen The Intrepid Foundation and so they felt it was just another choice they had
limited information on and were again uncertain of the outcome. The choice presented was
to donate ‘2% of their booking price’, however a numerical amount was not provided. The
cognitive load for the majority of customers at this point was high, which lead to them
choosing not to donate.

When at the payment stage, customers who started by being ready to fully commit to
booking and paying in full or a deposit, chose to place their trip on hold (button option)
because they wanted to clarify information they were unsure of by phone or email before
paying. Many customers felt that agency over their budget had been affected by not having
pricing information if they selected extras, making them feel a loss of control.

Oh this is good - I have the option to place my booking on hold which means I
can call and talk to someone before making a payment.

Customer’s end goal of booking a trip with confidence, became obscured by the number
of ambiguous or confusing choices and outcomes that were part of the decisions necessary
to complete the booking process. Intrepid Travel’s automated booking system negatively
affected customer’s ability to maintain their sense of agency in booking the trip of their
choice and selecting options relating to their needs.

ANALYSIS AND STAKEHOLDER ENGAGEMENT

The online booking project involved global research and was guided by an ethnographic
approach therefore the UX researcher decided that synthesis of the research would have to
be inclusive, collaborative and digital in order to maintain the global scale of the project.
Collaborative workshops were designed by the UX Researcher with the with the aim of
bringing non-researchers directly into the research synthesis and analysis process, engaging
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stakeholders more directly in the customer experience. This was a significant shift from
previous practice of the UX researcher working singlehandedly to synthesise data and
present conclusions exclusively to the product development team working on the project in
sprint. The workshops included Business Analysts, Product Owners, CX Managers, Web
Developers, UX Designers, Customer Relationship Managers and Sales Staff and were
instrumental in creating buy-in from these stakeholders of customer insights. The workshops
enabled each participant to gain a close understanding of the customer experience of the
booking system, to contribute their perspective and expertise collaboratively and take
responsibility for their role in improving the online booking system for the customer.

Thematic Coding with Trello Workshop

After creating comments from each usability session recording, the UX researcher
intended to look for themes and patterns, using axial coding methodology and ascribing
manifest and latent themes simultaneously. However, to both save time and take the
opportunity to involve non-researchers in research work, the UX researcher decided to code
the text data in a collaborative workshop. Participants in the workshop had no previous
experience with qualitative coding, so Trello was chosen as a simple and accessible tool to
enable collaborative participation and efficient data processing, while still producing usable
results.

Trello was utilised as a tool for organising text data from usability sessions and analysing
this data using a Grounded Theory approach (Glaser & Strauss 1967). Trello is not expressly
built for this purpose, but it’s comment card, labelling and sticker functionality can be easily
adapted to research synthesis in a simple way that everyone can readily understand and use.
The UX researcher set up the Trello board so that one list represented a de-identified
research participant, and the cards were their transcribed comments and comments about
their screen use from their usability session where their booking process was recorded.

During the workshop, each workshop member was assigned one research participant
Trello list to work with. Together, each workshop participant familiarised themselves with
the customer journey of one customer, spent time reading the comments, understanding the
pain points and triggers for action such as wanting to contact customer service. A discussion
was then held after this familiarisation process, where workshop participants shared
insightful moments in their customer’s journey, and themes started to emerge, as workshop
participants realised that some ‘moments’ were similar across different customer journeys.
The next phase of the workshop involved workshop participants applying Trello labels as
‘codes’ both manifest and latent together on customer comments, and stickers of smiley
faces to note sentiment. Coding was based on a Grounded Theory (Glaser and Strauss 1967)
approach, with labels not firmly decided before being applied but rather discussed
collectively as people began to interpret the raw text data. Talking aloud as they went, the
workshop participants discovered themes and patterns across the customer journeys, and the
codes began to reflect these patterns and become more aligned. The workshop ended with
identifying and collating the key themes that emerged when going through the customer data
and discussing significant pain points and turning points in the customer journeys. It was at
this point that themes of customers losing confidence in their decisions, seeking clarity of
information or wanting help from customer service, and which choices caused confusion for
customers was shared. The result was that each product team member, CX manager and
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web developer had a detailed understanding of one customer journey, and an understanding
of how that one journey fit into the patterns and themes of other customer journeys. Using
this digital synthesis process to draw out the pain points and trigger points for emotional
responses evoked by the customers interaction with the booking system was a powerful way
to elicit empathy with the customer. Coding collaboratively also produced usable,
synthesised research results quickly and effectively on a digital platform accessible to all
involved in the project. The Trello board with this customer data is still utilised by the
product team as a reference to the customer experience.

Narrative Analysis Workshop

Following directly from the Trello coding workshop, the same participants gathered for
another workshop to explore the customer’s relationship with the online booking system in
greater depth. To do this, the UX Researcher chose to use Narrative Analysis to guide the
workshop and apply some abstract thinking onto the customer journey with online booking.

Narrative Analysis combines epistemology and anthropology by relating a human
experience of a certain phenomenon and overlaying this with how a knowledge structure, or
storyline is built to understand the interplay between characters and events within that
experience (Sinclair Bell 2002). The analysis format takes the shape of the story plot, roles of
the characters, trigger points, chains of causation and the conclusion to provide structure
and context to human experiences (Golsteijn & Wright 2013). Narrative Analysis’ strength as
an analysis tool is to draw out users’ tacit needs, those unspoken or unarticulated desires that
are not easily accessed through direct questions (Pucillo et al. 2014; Clandinin & Rosiek
2007). Storytelling offers participants in the narrative an opportunity to ‘read through the
lines’; to interpret emotional and psychological subplots and understand the position of
different characters in relation to each other (Pucillo et al. 2014). Narrative Analysis engaged
workshop participants in the underlying ‘story’ of the customers struggle with booking
online.

For the context of this project, The UX researcher positioned the user of the booking
system and the booking system itself as opposing protagonists in the narrative of a customer
aiming to complete a booking on a trip. We started with discussing what the customer’s
starting position was before ‘meeting’ the automated booking system to establish how that
relationship subsequently played out. Each workshop participant was asked to keep their
customer journey in mind that they had coded for with Trello, but also keeping an aggregate
‘portrait’ of a customer trying to book an Intrepid Travel trip. Workshop participants
concluded that before ‘meeting’ the booking system, a customer is confident of their
choices, ready to commit, feeling in control of and responsible for their budget, decisions
and travel plans and excited to finalise the next part of their travel by booking their Intrepid
Travel trip. Establishing customer agency as the starting point based on data from the
usability testing was critical in understanding how the user’s positionality changed in the
storyline of making their booking. So, what happened when the customer met the online
booking system?

We used the following questions to guide an analysis of the customer’s narrative of
engagement with the online booking system:
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e Where do customers situate themselves in the narrative of booking an Intrepid trip
online? How does the narrative develop, is there a sense of an underlying ideal or
aim the participant is trying to attain?

e Do customers maintain the agency they started with, or are they subject to certain
influences or power out of their control?

e At what points in the booking journey do these power structures between the
customer and the online booking system switch or change? what are these changes
influenced by?

e  What do customers identify as getting in the way of fulfilling their journey? What do
we, having knowledge of the system or the business, see as getting in their way?
What do the customers do when they come across blockers?

e  Where are their high points and low points in this narrative — who or what is
involved in creating these moments?

By using these questions to guide the analysis process, the workshop participants were
able to identify the problematic dynamics of agency, control and responsibility that sat at the
crux of the relationship between the customer and the online booking system. Narrative
analysis applied to this project abstracted the customer from simply being the user of an
automated system, to a person with agency, whose interactions with an online booking
system affected them psychologically and emotionally.

Using this analysis methodology tangibly changed the stakeholder perspective on the
booking system and its impact on customer experience. Working collaboratively also allowed
people in the workshop to have their own moments of realisation, connection between
concepts and real empathy for the customer that pushed beyond just the recognition of pain
points.

Workshop Conclusions

Uncovering the specific ways in which the automated booking system progressively
unravelled a customer’s confidence and control, made workshop participants realise the clear
connection between digital design and agency. The establishment between user’s lack of
control, confidence and clarity while making a booking led the product team to decide to
have these principles as foundations for the new booking system. Coming to those
conclusions collaboratively, having been on the journey, meant that the product team fully
understood why agency was a causal factor in customer interactions with a booking system.
They were therefore fully invested in designing solutions that maintained clarity, confidence
and control; ultimately an overarching and sustained sense of agency for the customer when
making an online booking with Intrepid Travel.

IMPACT OF CUSTOMER AGENCY ON PROJECT OUTCOMES

Results from this research and analysis had direct impact on new product development,
UX design for the new booking system and transactional emails between booking and
departure. Each sprint team member had been connected closely to at least one customer’s
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experience of the booking system through the Trello synthesis and Narrative Analysis
workshops. This empathy with the customer experience affected the prioritisation of
product development work, where room type and extras, having the most significant
negative impact, was given most attention and focus. For this case study paper, I will focus
on the UX design outcomes for the new booking system, as these most clearly demonstrate
the impact of the research results. Product development for the new booking system and
transactional emails relating to booking is still a current, ongoing project. Therefore, work on
the email journeys has not come into focus for the project team yet.

Customer choices and the outcomes of those choices were found in research to be the
most significant issue affecting customer agency when booking. Therefore, the product team
chose to prioritise work which improved the customer experience of decision-making within
an automated booking system.

Translating Clarity, Confidence and Control Into UX Design

The UX designer and UX researcher worked closely together to synchronise the
customer research into design principles that maintained customer agency throughout the
booking process. Combining visual hierarchy, information boxes, iconography, UX copy and
micro-copy were underpinned by the aim of providing customers clarity, confidence and
control; together maintaining customer agency through the entire booking process.
Designing for clarity included visually demonstrating where a customer is along the booking
process, and which step they must complete next. Also providing clear information between
the choice’s customers are making combined with information and/or confirmation on the
outcomes of those choices. Confidence could be translated into design by UX copy that
ensures customers are making informed decisions during booking that are appropriate for
their needs. Design that communicates what customers must do at each stage of the booking
process in order to complete a booking for their selected trip also aimed to increase a sense
of confidence for customers. Lastly, a focus on control translated to UX copy that
communicates to customers the difference between their responsibility and Intrepid Travel’s
responsibility in taking actions related to their booking. The following figures demonstrate
these design principles in UX wireframes for the ‘Rooming Options’ page [Fig.3] and the
‘Optional Extras page [Fig.4|.
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Rooming

Many Intrepid trips have different rooming options available on
request. The trip cost includes a shared room with yourself, and
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Total AUD §1,555.00
View map

Figure 3. Proposed UX Design for ‘Rooming Options’ in new booking system.

This is the UX Wireframe [Figure 3.] for a customer booking a trip with two passengers,
selecting their room and bedding options simultaneously. Here the selection process is made
clear with the combination of UX copy, visual representations of the bedding configurations
and pricing for single supplements, without the ‘travel jargon’. Customers can clearly identify
the outcomes of each choice, understand that they will be choosing both a room and bed,
and that the other passenger that is part of the booking is included in their selection.
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The UX wireframe for Optional Extras selection [Fig.4| is a separate page to ‘Rooming
Options’ to reduce the cognitive load of multiple choices for customers on each booking
step. The UX copy details that selections made by customers will be responded to by
Intrepid Travel within 48 hours. There is also more detailed information provided for each
choice, and the copy is friendly and free from travel jargon. This provides customers clarify
on their selections, where they are confident that selecting a ‘quote on flights’ will provide
them with a quote on flight options from Intrepid Travel within 48 hours.

These UX wireframes make the principles of clarity, confidence and control derived
from the research tangible, and contrast with the confusing presentation of decisions in the
‘before’ example.

CONCLUSION

This case study highlighted the value of an ethnographic approach on understanding real
customers engagement with an automated booking system, and how this affects them
emotionally and psychologically. Central to human agency, is the ability of individuals to
control their actions, where there is direct connection between one’s actions and the
outcomes (Young & Beckmann 2005). For a user interacting with an automated system, a
sense of agency relies upon the user having control over their input and receiving a response
from the system which acknowledges their intention (Anderson 2008). Intrepid Travel’s
automated booking system affected user’s sense of agency by presenting them with choices
and outcomes which were ambiguous; thus, removing control in users making their own
decisions. The design and function of the booking system progressively caused customers to
become confused about choices relating to their trip, feel a loss of confidence in their
decisions and ultimately lose a sense of control over their actions. Ultimately, these factors
contributed to users feeling a loss of agency, which resulted in customers abandoning the
booking system altogether, or calling customer service to clarify information and restore
their confidence and sense of control. UX design that assists customers in being able to
independently make decisions to complete their booking provides a positive experience for
customers.

Using real customers and digital ethnography through screen and face recordings
enabled metrics to be captured beyond usability and functionality of a web product.
Highlighting the complexity of this experience with booking a trip provided answers to the
‘why’ questions of customers exiting the booking process and having high incidence of
contacting customer service with questions about room type and extras. Using analysis
techniques that engaged the web development team and key stakeholders from the customer
experience department had a positive impact in creating understanding and empathy for
customers booking Intrepid Travel trips online. Using Narrative Analysis especially,
demonstrated to the workshop participants how abstract social concepts such as agency can
be derived from customer data, and become tangible, usable insights to drive impactful
decisions. Understanding the customer experience of booking a trip holistically, assisted the
product development team in prioritising design solutions that would improve customer
experience dramatically. Maintaining customer agency as a foundational aspect of booking a
trip through design that promotes confidence, control and clarity proved an essential
component in the success of this project.
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Alice Watson is an anthropologist working in UX Research, and passionate about bringing
ethnographic theory and praxis together with technology to make impactful UX design.
Alice is passionate about storytelling, sense-making and exploring connections between
human needs and design. You can contact her at alice.watson@intrepidtravel.com

NOTES

Thank you to Product Manager Chris Kirton, for his leadership and direction for the Direct Sales
Optimisation project, for being supportive of the different research approaches and involved in
wotkshops. Thank you also to Kat Bak, UX Designer for taking the research from this project on
board and translating the findings so expertly into design solutions that promote customer agency.
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More than a Robot
Designing for the Unique Advantages of Sending Humans to Mars

PAIGE PRITCHARD, Carnegie Mellon University (alummnus)
NICK MURPHY, Carnegie Mellon University (alummnus)

SHILPA SARODE, Carnegie Mellon University (alummnus)

LOUI VONGPRACHANG, Carnegie Mellon University (alummnus)

NASA plans to send humans to Mars as early as the 2030s. Such a complex and excpensive undertaking is
Justified by the fact that only humans bave the unique set of abilities inberent to scientific exploration. A
team of four graduate students from Carnegie Mellon’s Master of Human-Computer Interaction program
took a user-centered design approach to identify breakdowns in current processes used in the practice and
execution of extraplanetary exploration. Through a combination of secondary research, co-design, body
storming, and ethnographic research including interviews and field studies, they found that current operational
procedures constrain the human abilities of physical agility, adaptability, and perceptiveness. This effectively
tgnored the advantage of buman agency over robotics. They used this insight to prototype a solution designed to
Streamline mission operations. This prototype was then tested against the goal of allowing team members to
Jocus on leveraging their unique human abilities to deliver higher scientific return.

INTRODUCTION
Our Mission: Help Humans Explore Mars

In January 2016 the NASA Ames HCI group delivered a design prompt to Team Scoria,
a capstone project team of four graduate students from Carnegie Mellon’s Master of
Human-Computer Interaction program. The Ames stakeholders were interested in
developing a tool to help guide humans as they perform geologic exploration on the Martian
surface in future human-staffed missions to Mars. They pointed the capstone team to the
current “cue card” system as inspiration — this system is comprised of wrist-based cue-cards
that give astronauts step-by-step directions on how to complete tasks in space. The paper
cue cards were used during the first trip to the moon, and they are still used today on the
International Space Station. The Ames team was interested in how digitizing these cards
might increase the amount of information they contained, thus increasing exploratory
abilities (Carr, Schwartz, and Rosenberg, 2002).

Understanding The Case For Sending Humans To Mars

Although these cue cards are now used during space walks on the International Space
Station, the last time they were used for extraplanetary exploration was in 1972 when Apollo
17, the last Apollo mission, landed on the moon. Since then various projects within NASA
have been working toward the opportunity to continue this planetary science work either on
the moon or further on to Mars. Projects of this type that presented the most relevance to
the Scoria team’s work fell into two categories:
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Rovers

NASA has been sending spacecraft to Mars since 1965 when it sent the Mariner 4
spacecraft to fly by the planet for the first close-up images of the Martian surface. Since then
it has sent multiple rovers to perform a variety of tasks including: biology experiments
searching for signs of life; mapping the entire Martian surface, atmosphere, and interior;
conducting initial field geology; analyzing soil and rock samples for organic compounds. The
current work of rovers on the Martian surface will help inform future human-staffed
missions to the planet. Even now they are transmitting photographs and spectral images so
that scientists on Earth can scout out the most promising locations for potential human
exploration.

However, the precedence for sending humans to Mars is much different than the
reasoning for the Apollo program. The competitive nature of the space race provided ample
motivation for multiple landing missions. A mission to Mars, however, will be much more
focused on scientific data collection from the start. As a result, NASA is investing for high-
quality scientific return from studying the geology of the planet. There is also the added
skepticism over sending humans to Mars when there is already so much to be learned from
the rovers being sent there.

Team Scoria learned that while many scientific processes are better off being
programmed into a standard and repeatable set of instructions, field geology is an
exploratory science in which human perception and insight are great assets. In geology,
priorities need to change on the fly and human instinct can inform those changes to obtain
impactful results. Field geologists call this type of dynamic reprioritization “flexecution”.
[Hodges and Schmitt, 2011] It is the human ability to quickly switch between execution and
discovery, between set procedures and exploratory instinct. This is a key element in arguing
for a human-staffed mission to Mars. In light of this, and as a human-centered design team,
the Scoria members identified the preservation of these abilities as a guiding motivation
during the design process.

Analog Missions

Sending humans into space is a monumental task, whether it be to the ISS, the moon, an
asteroid, or Mars. To test protocol NASA divides the preparation into smaller problem
spaces, explored through several analog missions on Earth. These analog missions practice
for missions in space while also collecting valid scientific data here on Earth. (Lim, 2010).
Examples include:

o NEEMO: based off the Florida Keys, this mission deploys aquanauts to an
underwater habitat, utilizing buoyancy to simulate the gravitational reduction that
astronauts face.

® D-RATS: This Arizona-based analog focused on testing space suit ergonomics, field
equipment, communication protocols and the use of a vehicle in a desert habitat.

o HERA: This three-chamber habitat studies the effects of isolation and confinement
on the mission members’ physical and mental health.
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® BASALT: This team of geologists and engineers traverses Idaho and Hawaii lava
fields to study the geology of basalt, a rock that is also found in abundance on Mars.
They also simulate the future Martian team structure and communication protocols
between team members.

AGENA COMMANDS

250-1 ACQ LTS OFF-ON

140-1 APPROACH LTS OFF-ON
RUNNING

201 STATUS DISPLAY BRIGHT

211 STATUS DISPLAY DIM

200 STATUS DISPLAY OFF

070-1 L-BAND OFF-ON

230 VHF-DISABLES GROUND
231 UHF-ENABLES GROUND
260 DIPOLE SELECT

270 SPIRAL SELECT
151-BOOM EXTEND

060- RESETS 3 HOUR TIMER
220 UNRIGIDIZE

221 RIGIDIZE

340-V/M INTERROGATE(CLEARS]
520-1 V/M DISABLE/ENABLE
400-1 ACS OFF/ON

300-1 HORIZ SENS OFF/ON
341 GYROCOMPASS ON

350-1 GEO RATE OFF/ON

20
PZZMAZE OAITE T

wnw=0®

Figure 1. Checklist card carried by Michael Collins during the Gemini 10 mission, July 18-21, 1966.
National Air and Space Museum, Smithsonian Institution.

Defining the Users

In traditional human-centered design it is important to research and test products with
users in their environment. This was obviously not possible for the Scoria team since there
are currently no astronauts on Mars to observe or test with. As a result of this, the Ames
group and Scoria team decided together that the best opportunity to design for Mars while
also testing with users would be to partner with the BASALT analog mission team. The goal
would be to create a tool for BASALT team members to use during analog mission
execution. These missions already provided a rich environment in which to test new ideas
around what technology, operations protocol, and team structure should be used in space
exploration. By choosing to partner with the BASALT team the Ames and Scoria members
were able to move away from speculative to applied design.
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APPLYING ETHNOGRAPHIC RESEARCH PRACTICES TO HARD TO
ACCESS USER BASES

Acknowledging Research Challenges

Overcoming the challenge of identifying the users only presented more challenges for
the Scoria team. The team convened with its CMU and Ames advisors to plan out a research
and design roadmap. In doing so the group identified the following challenges that would
need to be addressed if the team wanted to adhere to user-centered design principles.

1. Gaining access to users. The BASALT team was dispersed across the U.S. and
would only come together twice for exercises during the capstone project timespan.
These exercises provided the best opportunity for ethnographic field observation.
However, the Scoria team would only have a few days each time to shadow the
users. They were also limited on how close they could shadow the users, so as not to
obstruct the BASALT team’s own data collection process during the exercise

2. Misaligned timelines. The BASALT mission team was still in the early planning
stages of its mission when the Scoria team kicked off research, which resulted in a
misalignment of timelines. The Scoria team would not be able to conduct the
foundational research of observing the team performing a mission in the field until
months into the research process. The Scoria team would have to move forward
with other methods of foundational research while maintaining flexibility so as to
fold in research from the field work at a later point.

Preliminary Research on the Protocol and Tools of Human-Staffed Space
Missions

To better understand the problem space the Scoria team performed an initial literature
review and set of interviews with geologists and NASA scientists. The purpose of this early-
stage research was to develop a comfortable familiarity with the domain. This broad
approach provided a informational foundation upon which the team then built a more
tinely-scoped research roadmap.

The History And Utility Of Exploration Aids

The Scoria team first reviewed existing literature covering past NASA research on the
various designs and prototypes of procedural aids (including cuff checklists, cue cards, and
digital devices) (Hersch, 2009). This review helped the team develop a general understanding
of why astronauts use cue cards for exploration and the history of their use. From there, they
strategized a research plan to solve the remaining unanswered questions around how the
design of cue cards impact mission operations. To answer these questions the team
conducted a series of expert interviews with NASA scientists and engineers, all of whom had
either designed or used some form of cue card exploration aid.

190 More than a Robot — Pritchard et al.



They talked to Trevor Graff, Project Manager of Advanced Explorations Group at
Johnson Space Center. In helping plan NEEMO analog missions, Graff had found that the
historic text-heavy design of NASA cue cards supported procedural execution, such as
following safety protocol and ensuring correct documentation. However, they did a poor job
of supporting exploration activities — he observed that crew members spent too much time
focusing on the text of the cards and not enough time observing the environment around.
He redesigned the cards to include visual and graphical information. This approach was
adopted by other analog missions to help crew members with introductory scientific training
complete complex scientific exploration (Graff, 2016).

They then talked to David Coan of Johnson Space Center Extravehicular Activity
(EVA) Office and NEEMO 20 Aquanaut. Coan worked with ISS astronauts to design
spacewalk support materials. He had used Graff’s redesigned cards himself as an aquanaut
during the NEEMO 20 mission. He said the image-heavy design helped guide him in
performing marine science, and that the biggest breakdowns were related to the human
factors of dealing with laminated cards becoming slippery when used underwater.

Finally they talked to Darlene Lim, BASALT Principal Investigator and FINESSE
analog mission Deputy Principal Investigator. Lim emphasized mission constraints,
specifically communication delays. These delays can have a significant effect on the
interactions between team members. To work amongst such constraints, Lim emphasized
that mission teams must be able to balance competing priorities. To achieve this goal, she
focused much of her time as BASALT PI working to ensure constant communication
between all members of the analog mission.

3-minute delay

23-minute delay

Figure 2. At any given moment the delay for any communications to travel one-way between
Mars and Earth is between a 3- and 23-minute delay. The BASALT team recreates this in
analog missions by instituting a false delay of 15 minutes for communications between the
Mars surface and Earth Mission Control teams. Illustration by Scoria team members.
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The Operational Protocol of a Mars Geologic Exploration Mission

Each NASA analog mission follows a specific set of operational protocols to meet the
dual goals of replicating the constraints of an actual space mission and performing valid
scientific observations. Protocol can differ depending on the mission focus. Via the literature
review and interview with Lim, the Scoria team began to understand the complex
procedural structure their users would be operating within. Anything the Scoria team
designed would have to fit seamlessly within these pre-established and well-researched
protocols.

The BASALT mission follows the same team structure and protocol that NASA intends
to use for Mars explorations. The team structure is comprised of three main roles (outlined
in Figure 3):

e Extravehicular (EV): The EV performs the “boots on the ground” role on Mars.
They suit up and perform extravehicular traverses on the Martian surface to collect
geological samples. They communicate with the Intravehicular crew member and
refer to wrist-based cue cards to ensure they are meeting scientific goals.

e Intravehicular (IV): The IV has their “eyes on the ground” for the EV while on
Mars. They stay inside the habitat on the Martian surface and communicate what the
EV is seeing to the Science Backroom Team (SBT) and send feedback from the
SBT to the EV on what samples to collect.

® Science Backroom Team (SBT): The SBT is a team of scientist experts on Earth
who analyze data collected by the EV on Mars and make recommendations to the
IV on what sites they should tell the EV to pursue and where to samples from.

The Scoria team also used information from the literature review and interviews to map out
the timeline of a geological traverse, the part of the mission where the EV ventures outside
of the habitat to collect samples. This helped the team identify the various goals of each
user at various stages of their mission journey.
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The astronauts in the Mars habitat who relay
information from SBT to EVs
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7 collect samples on the surface of Mars
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data and determine the priority of samples
to be collected

Figure 3. The operational team setup of a Mars mission, to be recreated by the BASALT
analog mission team. Illustration by Scoria team members.
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Figure 4. The timeline of a geologic traverse. Illustration by Scoria team members.

Workshopping and Bodystorming User Needs and Pain Points

The preliminary research established a firm foundation for the Scoria team to work from. By
taking the time to map out the complexity of the problem space, the team was able to
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pinpoint next steps for the research. This involved understanding the users’ breakdowns and
pain points. To achieve this, the Scoria team held a workshop with NASA analog mission
geologist and performed a bodystorming exercise of the BASALT operations protocol.

Workshopping User Needs

The Scoria team visited Goddard Space Flight Center to meet with four planetary geologists
who doubled as participants in NASA’s analog missions for Mars. Once again, the team had
limited access to these users and were allotted exactly one hour with them. So, rather than a
traditional face-to-face interview, Scoria members decided to run the meeting workshop-
style with two co-creation exercises. This enabled them to collect a large amount of
information from multiple people in a small amount of time.

Love/Hate Exercise: In this exetcise, the geologists were asked to write out what they
loved and hated most about doing geological field work.

® Themes of what the geologists loved included: the challenge of the science, the idea
of exploration, and working with fun and intelligent teammates.

® Themes of what the geologists hated included: carrying clunky scientific
instruments, novice field workers making poor safety decisions, teammates not
being flexible, and getting interrupted in the middle of a task.
Fairy Godmother/ “Supersuit” Exercise: In this exercise the geologists wete asked to
imagine either a fairy godmother who could grant them any wish or to imagine their ideal
tield geology “supersuit” and sketch these on a piece of paper. Some examples of desires
users expressed through these sketches included:
® The ability to reference sample data that has already been collected
® A glanceable status check of their teammates’ safety

® A way to offload the physical weight of instruments, samples, and tools

These exercises helped bring the most salient problems to the forefront quickly, making
great use of all of the attendees’ time and leaving extra time for rich discussion.
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Sketch of my idea:

The

Sketch of my idea:

Figure 5 (left). One geologist drew an augmented reality heads-up display to monitor team
safety. Figure 6 (right). Another took a lower-tech solution and asked for a donkey to carry
their equipment as their idea of a “fairy godmother”. Photos taken by Scoria team member.

Bodystorming A Mars Mission In Pittsburgh’s Frick Park

With three months of user research finished and a month left until they would get to
observe the BASALT users in person, the Scoria team decided to put the knowledge they
had collected into action and run a mock analog mission in Pittsburgh’s nearby Frick Park.
Walking through the operational protocol themselves would help the team develop a closer
understanding of it, thus better preparing them to strategically approach the upcoming in-
person observation of the BASALT team.

This exercise also presented an opportunity for the Scoria team members to test out
some hypotheses they had developed around user pain points. These hypotheses included
concerns over team communications, human factors issues of balancing cue cards with other
scientific equipment, and the EV being too distracted by operational protocol to engage in
exploratory behavior.

2019 EPIC Proceedings 195



- e -

E = Tl =

Figure 7. The Scoria Team recruited classmates to run the bodystorming exercise. These participants
created a grid system in their cue card maps to help streamline communications. Photo taken by

Scoria team member.

The Scoria team designed the exercise to mimic as many of the BASALT team
procedures as possible. Instead of Mars or a lava field on Earth, they studied a local park.
They replaced the BASALT science objective of exploring microbial geology with the
objective of characterizing the park’s tree life. The team then recreated the mission workflow
by assigning team members to the three main roles in a traverse (EV, IV, and SBT) and by
simulating a time delay of five minutes between the IV and the SBT. Using Google Earth for
remote imaging data, they planned a path to have the EV explore through the park. They
then identified samples of interest (such as acorns, pine cones, and types of trees) and
equipped the EV with Tupperware to collect the samples.

During the exercise the EV was required to wear a cumbersome jacket and gloves to
simulate the physical constraints of an astronaut suit and BASALT team equipment. All
three team members were able to communicate with each other via phone connection, the
EV wearing a headset on call to the IV. Meanwhile the IV was also on a separate call with
the SBT with a 5-minute time delay for messages sent either way. Both the IV and the SBT
had access to a computer and had Google Earth pulled up during the traverse to help track
and direct the EV toward areas of interest in the park. The team also instituted a 40-minute
time limit from the time the EV left the car to when they returned, recreating the constraint
of having limited oxygen supply.

The Scoria team ran the exercise twice, once taking on the crew member roles
themselves and once where they recruited classmates to be the ctew members so they could
observe. Running the exercise as crew members gave the Scoria team insight into the psyche
of all three roles during a traverse. They particularly felt pressure related to the time
constraints and communication delay.

Running the exercise as observers gave the Scoria team an opportunity to observe how
the participants interacted with each other. They were specifically interested in how the
participants notated their cue card materials with a grid pattern to better communicate
location with each other.
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Contextual Inquiry with the BASALT Team

At the end of May 2016, the Scoria team traveled to the Ames Research Center in
Mountain View, California to observe NASA’s BASALT team practice a Mars traverse.
BASALT used an outdoor space on the Ames campus called the “Mars yard” to simulate the
hills, craters and rocks typically found on Martian terrain.

Since this was one of the few times the Scoria team would be able to observe a traverse
in person, they strategized how to split up the team to observe areas of interest. This strategy
was informed by prior research and the bodystorming exercise. The Scoria team identified
the IV as a user of particular interest due to its role as a communicator to both the EV and
SBT, and the pressure to communicate within a time delay. The team was also interested in
how the EV balanced referencing cue card material with making exploratory observations in
the form of vocal descriptions and photographs. Finally, the team was interested in how the
SBT took in all of this information to make recommendations for where the EV should take
a physical rock sample.

The Scoria team spent three days observing the BASALT team with emphasis on the
above areas of interest. They took these observations back to Pittsburgh and started to
combine them with prior research for a holistic analysis of the user journey of a BASALT
mission.

The Scoria team used the affinity diagramming method to synthesize data across all of
their research (Beyer and Holtzblatt, 1999). This allowed the team to deconstruct the data
into single units of information and reconstruct the units into meaningful groups, through
which themes emerged.

RESEARCH FINDINGS
High-Level Finding: The Human Advantage Was Not Being Leveraged

NASA based its reasoning for sending humans to Mars on the differentiating qualities of
physical agility, situational adaptability, and perceptual acuity. However, the Scoria team
observed that these abilities were not being emphasized in the existing operations protocol
for analog missions. The Scoria team proposed that without leveraging these human
advantages, a2 human-staffed mission to Mars would be equivalent to sending the world’s
most expensive extraplanetary robot to the planet.
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Figure 8 (left). The EV observes a potential rock sample, getting on his knees to keep the
rock in the frame of view of his chest camera for the IV and SBT teams. He is also wearing a
heavy backpack full of networking equipment that both allows him to communicate with the
IV and serves as a recreation of the physical constraints astronauts will endure on Mats.
Figure 9 (right). In the IV station, two BASALT teammates keep an eye on the EV’s progress
and communicate it to the SBT. Photos taken by Scoria team member.
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Figure 10. The Science
Backroom Team (SBT)
awaits more information
before they can
determine the priority of
samples to collect. Photo
taken by Scoria team
membet.

Vocal Communications Needed to Be Streamlined

During a traverse, the Scoria team observed the EV conveying a thorough description of
the landscape and target samples to the SBT so they could determine what sites to prioritize
for sample collection. These descriptions were rich with perceptual and experiential
subtleties that only a human could provide. However, observations of the BASALT team
during contextual inquiry revealed that this critical information was being lost amongst
operational communications.

Voice was the primary communication line being used between the EV and the IV. It
was used to check if cameras were working, confirm whether the EV had the go-ahead to
move to another site, and to convey how many and what type of samples had been collected.
In the midst of all this, it was also used to convey the detailed scientific descriptions the SBT
based mission priorities on. Amongst all the logistical communication, there was a risk of
these significant descriptions going unnoticed.

Not only was cluttered voice communication a risk for losing perceptual data, it was a
hindrance to the EV’s ability to focus on the task at hand. This was supported by eatlier
interviews with NASA scientists who expressed feeling cognitively overwhelmed with having
to balance following operation protocol from the cue card with meeting science objectives.
This also supported the high-level finding that without optimizing for the EV’s perceptual
contributions to the mission, the operation would not be so different from sending another
rover to Mars.

Opportunities:
For this research finding the Scoria team proposed the following opportunities:

® Operational updates could be communicated through other modalities, such as
ambient displays informed by sensors.
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® The word “standby” was used by BASALT team members when interrupted at
inopportune moments. Non-vocal communication methods could be used to
indicate availability instead.

e Tiltering the EV voice communications could ensure only desired information was
relayed to the science team. An EV might be more comfortable when verbalizing
everything, but all of that information does not necessarily need to reach the science
backroom.

The EV’s human experiential and perceptual data were not being captured in
a permanent way

As demonstrated in the previous insight, experiential and perceptual descriptions
provided the most uniquely human data. The Scoria team had observed and interviewed
multiple experts putting in considerable effort to make cue cards to help prompt the EV for
these descriptions. However, the Scoria team observed that these descriptions were often
haphazardly and hurriedly transcribed by the BASALT science backroom and ultimately not
referred to at all during the traverse.

The Scoria team found that human observations provided two distinct types of data.
Perceptual data came from the EV’s direct descriptions of their surroundings. This was
mainly informed by visuals, but other senses helped inform this as well. Meanwhile,
experiential data came from the EV’s emotion and tone during their descriptions. This data,
if transmitted effectively, helped the SBT empathize with the EV and better understand the
importance and magnitude of observations.

The hurried attempts at voice transcription in the science backroom were low in quality
and not accessible in a way that made the information salient to team members. As a result,
during critical decision points, such as determining the leaderboard of what sites to sample
during a traverse, the backroom ended up defaulting to image data. This essentially defeated
the purpose of human exploration; image data is something that Mars robots are already
capable of providing to scientists. However, capturing human perceptual and experiential
data is very difficult. It is not directly quantifiable, it varies from person to person, and it
requires a highly effective shared vocabulary.

Opportunities:
For this research finding the Scoria team proposed the following opportunities:

® Tinding and utilizing methods of capturing human perceptual data would better
inform the science backroom. The first step should be building and mastering a
strong shared vocabulary that goes beyond technical detail and description.

® The EV job and protocol could involve much more than pictures and scripted
descriptions. It would make a difference to capture that “wow” factor that humans
feel when seeing something in person.
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Crew members assumed knowledge and understanding, resulting in varying
mental models

The inherent setup of analog practice missions involves a team of professionals with a
very diverse set of expertise. Transference of this knowledge amongst teammates is critical
to a successful mission. The Scoria team observed some knowledge sharing at the BASALT
practice mission, but there were many instances in which team members experienced
misunderstandings of basic, foundational information.

As the Scoria team found early on from interviews, diverse teams of experts develop
problems of assumed knowledge. (CITATION) With a high level of respect for one
another’s intelligence, few people think to stop and explain the rationale behind certain
decisions, while others do not think to stop and question them.

The Scoria team observed this phenomenon during the BASALT practice mission. For
example, crew members had several discussions aimed at clarifying whether a geological
exploration site was five meters in diameter or five meters in radius. The team also observed
considerable confusion surrounding the required amount of rock sample to be collected, due
to subjective and culturally dependent metrics such as “baseball-sized” and “softball-sized”.

While these discrepancies in understanding were seemingly small, they could have
potential consequences. If one of these misunderstandings occurred during a time-sensitive
traverse, an EV could easily collect an insufficient amount of sample, rendering it completely
useless for proper scientific analysis. Moreover, the human ability to “flexecute” during a
traverse could really only occur with a deep understanding of the scientific goals. Without
this understanding, the EV would struggle to adapt to the new environment.

Opportunities:
For this research finding the Scoria team proposed the following opportunities:

e Having common visuals (diagrams, charts, etc.) during an EVA could make sure
everyone estalibhses a common frame of reference for complex tasks.

® Co-creation of processes and decision points fosters internalization of the rationale
behind those decisions. Having the EV involved throughout mission planning could
help their ability to “flexecute”.

Mission Aids Were Beneficial to the EV In “Execution Mode” but a
Hindrance in “Discovery Mode”

Mission aids included items to guide the EV in a formulaic way, such as cue cards,
checklists, and GPS trackers. The Scoria team observed that they were appropriate tools for
an EV to use in “execution mode”, when the goal was to complete a task efficiently, much
like a robot. However, the Scoria team observed that team members in the EV role felt the
need to follow mission aids to perfection. This anxiety prevented the EV from engaging in
“discovery mode”, when the goal was to observe their surroundings for areas of interest.

The Scoria team learned that when an execution-oriented aid was put in front of
someone, the person tended to follow it with precision, even when dealing with a discovery-
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oriented activity. During one of the BASALT traverses, the EV felt the need to follow a
guided walking path with great accuracy even though it was merely a suggestion. He might
have missed an interesting rock on the side as a result of putting his focus to staying on the
path.

In addition, the majority of all mission aids designed for the analog missions were
designed for “execution mode” only. For example, the BASALT team built a guideline on
how to approach unplanned sites of interest. However, even this discovery-oriented
information was presented as an execution-style cue card. The Scoria team conceded that
“discovery mode” aids might be more difficult to design due to their less prescriptive nature.
But since “flexecution” is such an important human attribute, the absence of these aids
presented a rich opportunity for future designs.

Opportunities:
For this research finding the Scoria team proposed the following opportunities:

® The time for “execution mode” and the time for “discovery mode” should be
clearly distinguished. Designing mission aids to clearly separate the two modes could
help greatly. Current protocol tends to default to designing for “execution mode”
only.

® There must be a great trust of the EV’s decisions. The EV needs to know that the
team is confidently behind them when it is time to explore.

PROTOTYPE DESIGN AND TESTING
Ideation through Rapid Iteration

After presenting their research to the NASA HCI group and the BASALT team, the
Scoria team orchestrated a visioning session with our users. They guided the group through
an ideation exercise in which small teams generated ideas for design solutions via sticky note
and paper prototypes. By the end of the exercise, the Scoria team and users had collectively
generated just over 100 ideas. The Scoria team then grouped these ideas into eight high-level
themes. They created a more detailed paper prototype for each theme that they then concept
tested with their BASALT users.

The team decided to focus on improving the capture of the scientific observations
coming from the EV. This use case was generated in direct response to the the second
opportunity space that emerged in research regarding the experiential and perceptual, i.e.
uniquely human, data being lost. A design to capture geologic observations in a clear and
concise format would allow the science backroom team to easily reference the information
while determining the leaderboard of sample priorities. Furthermore, storing the
observations in a standardized, searchable database would allow for easy data aggregation
across multiple sites during future analysis.

Once the Scoria team had their design space scoped down to capturing the EV’s
scientific observations, they moved forward with developing a single design to address that
specific scenario. They named this design “Fieldbook” in reference to the yellow notebooks
geologists take into the field with them to write down notes and observations.
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The team’s initial design solution consisted of a tablet-based interface for the EV to
carry into the field, and a desktop interface for the IV inside the habitat. The EV was able to
take photos with the tablet and touch a specific point on the photo, when this happened the
same point appeared in real-time on the IV interface. This interaction allowed the EV to
clearly indicate each specific point of interest to which their subsequent observations
pertained.

Each time the EV indicated a point of interest on the photo, the IV was provided with a
form to capture the vocal descriptions that followed. Since the EV typically provided similar
sets of information for each point of interest (color, surface condition, texture), the form
was designed around these characteristics to allow the IV to quickly input commonly
collected data. Standardizing the data input in this fashion would allow the IV to send an
organized and concise data packet to the science team for real-time decision making.

THE EV DESIGN FOR FIELD TESTING THE IV DESIGN FOR FIELD TESTING

Figure 11. The initial EV and IV designs for Fieldbook. Mocks by scoria team members.
User Testing Results in Design Pivot

The Scoria team moved forward with building an interactive prototype of their initial
design to test with members of the BASALT team in the field. In July the Scoria research
team met the BASALT team at the Craters of the Moon National Monument in Arco,
Idaho. The BASALT team chose Craters of the Moon as a mission deployment site because
of its similarity to the terrain on Mars. As the most recent eruption site in the continental
U.S., with volcanic activity occurring as recent as 2,000 years ago, this lava terrain was the
closest that the BASALT team could get to practicing field geology in an actual Martian
environment.

During this testing the research team uncovered multiple insights for how to improve
the design. The greatest insight was the desire for two-way annotation between the EV and
1V in the interface. The Scoria team had intended the ability to annotate the photo with a
dot to be an EV-only feature. However, the one-way constraint had not yet been added into
the code at the time of the Idaho trip. During testing, the researcher noticed that IV users
started using the tool to draw the EV’s attention to elements that the EV had not noticed
elsewhere on the photo. This accidental two-way pointing interaction resulted in rich
discussion between the IV and EV and prompted the EV to explore the site further. This
observation directly mapped to the team’s goal to design for EV exploration over pure

2019 EPIC Proceedings 203



execution. It was concrete evidence that fostering a focused, exploration-oriented
conversation between the EV and the IV can result in new discoveries.

After discovering its value in the field, the Scoria team pivoted to fully supported the
two-way pointing interaction for both the EV and the IV. They also implemented a drawing
tool for both EV/IV Uls in response to the feedback BASALT users gave about wanting to
be able to circle areas and draw arrows. Although these changes occurred late in the team’s
design cycle, they had maintained enough flexibility to incorporate the feedback knowing
that the opportunity to test in the field would provide valuable data despite its inconvenient
timing,

Final Design: Fieldbook

After implementing changes in response to the BASALT user feedback, the Scoria team
created a final prototype for the Fieldbook tool. Its core element was Fieldbook Canvas, a
working two-part web application designed to capture geological observations during a
traverse. This two-way image annotation tool was designed to bring the EV and IV into a
shared mental space, equipping them to explore the Martian terrain together by drawing each
other’s attention to areas of interest. The EV was equipped with a belt and attachable tablet
with which to take photos and annotate them on the Fieldbook Canvas app. The IV was
able to pull the app up on their workstation inside the habitat.

EV INTERFACE IV INTERFACE

[

ulk) -

Figure 12. Final designs for the Fieldbook Canvas EV and 1V interfaces. Both are able to drop
pinpoints on areas of interest and use the draw function to circle areas and draw arrows. Design by
Scoria team members.

The team also designed a concept and wireframe mocks for a second application they
called Fieldbook Gallery. The Gallery tool was designed for the SBT to quickly parse the
incoming images, annotations, and recordings from the EV and IV in order to make quick,
informed decisions about sample priorities. It included incremental audio navigation controls
to skip behind or ahead in the audio, the ability to add markers in an audio file to return to,
and speech-to-text transcription of the audio files. It would also connect snippets of audio to
a specific photo.
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FIELDBOOK GALLERY

Figure 13. Final mock exploration for the Fieldbook Gallery tool for the Science Backroom
Team (SBT). The tool would provide a view of each photo alongside the transcribed text that
was recorded by the EV and IV while they were describing it as well as the ability to

Together, Fieldbook Canvas and Gallery met the user needs exhibited in the overall
research insights in multiple ways. Primarily, the real-time annotation of Fieldbook Canvas
allowed the EV and IV to collaborate closely with each other during the exploration process.
The audio/visual data captute elements of Fieldbook Gallery prevented the need for the IV
to take such rigorous notes for the SBT and instead freed them up to engage more with the
EV on exploration tasks.

CONCLUSION

Design Opportunities for Increasing Human Explorers’ Autonomy in a Mars
Mission

However, the culmination of the Scoria team’s research showed that current simulations
of Mars geology work were not leveraging the advantage of human agency. Communication
lines were chaotic, perceptual data were not captured, miscommunication resulted in
inefficiencies, and all tools were made for procedural execution rather than in true support
of the exploration-oriented mission.

The Scoria team took a user-centered design approach to prototype a product that
addressed these breakdowns. This resulted in a two-part web application that fostered an
exploration-oriented conversation between the crew on Mars and delivered a digestible data
package to the science team on Earth to support quick and efficient realignment of priorities
in real-time. The product could be implemented to streamline the operations of an
exploration-based mission to make room for the inherent advantage of a human crew,
ultimately resulting in increased scientific return and increased autonomy for the crew
members.
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PechaKucha and Papers Session

Designing for Agency
Curators: April Jeffries (Ipsos) & Dan Lockton (Carnegie Mellon University)

The whole conference is about agency in various forms, but in the Designing for Agency
session we are explicitly looking at how desigr and agency intersect, for designers and
researchers themselves and in the ways in which communities can act to change their own
context. Is design about outcomes, asserting the designet’s agency, or about creating
platforms and infrastructures for others to use and adapt and reconfigure to enable the
expression of theirs?

The Pecha Kuchas primarily focus on questions of agency within. These creative
expressions explore the importance of the individual researcher and the relevance of the
personal lens to bring new levels of richness and ultimately impact to our broader more
universal existence. We dissect how traumatic life changes can affect both the ability for
agency and the choices made to exert it. And lastly, we explore how the tools of the artist
can point us towards a universal language beyond words and encourage stories of truths to
reveal themselves to us. As a whole, they point us towards a critical intersection — touching
what is within each of us individually to create meaningful impact in our collective human
experience.

In the papers, we take a journey through the lives of scientists and student inventors in a
Cambridge laboratory, and how they are working with human-centered design practitioners;
we explore the Scrum, with its ceremonies and artifacts, in the everyday lives of an R&D
team; and we look at how machine learning and ideas from cognitive science and
anthropology can help a team work together to inform early development of new assistive
personal computing technology. In each case it is the intersection of individual agency with
both the ‘team’ and with the technologies themselves, from Post-It notes to trained machine
learning models, which enable us to question the scope of what we can do, and what shapes
our decision making as we work together.

2019 EPIC Proceedings 207



Session: Designing for Agency / PechaKucha

Center Frame
Agency in the Lives of Researchers

BRANDY PARKER, LA Collaborative

We try to avoid being on camera, but as researchers, are we ever really out of frame? Centered around a life-
changing project that had lackluster results, this piece is a meditation on our agency, or lack of agency, as
researchers. Our work gives us unique glimpses into worlds no one else is privy to, and what we experience
changes us. At times, the most powerful advancement of our work is in our own lives.

;’TBridge + Brandy” photo by Evan Hanover

Brandy Parker is a Senior Research & Design Strategist at IA Collaborative. With a
background in ethnography, psychology, and nutrition, she brings a unique whole-person
perspective to both medicine and the design world. She works at the intersection of her
passions for human-centered design, research, and health care.
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Session: Designing for Agency / PechaKucha

Self Ethnography
Or, How I Earned My Berkeley Citizenship in an Ethnographic
Journey through the Crunchy Granola and the Scientific

BETH SCHWINDT, Autodesk

A researcher who used to combine “thinking + feeling” lines on a journey map found berself on the feelings
frontier by widely exploring new innovations in neuroscience, psychology, and mind-body connection, alongside
the resurgence in popularity of “old” ways of healing -- Chinese medicine, crystals, tarot cards. Through her
self-ethnographic journey, she found that by stripping back ethnography from the measurable, the scientific, the
business cases she rediscovered its foundational backbone to carefully tune into and interpret feelings. She
redefines ethnography as about finding truth and not judging it - even the parts that don’t matke sense right
away and asserts that believing the tiny fragments of feelings and glimmers of intuition is the future of onr
practice. The new science and the old wisdom revealed that feelings are the root of agency, or “the feelings we
have a say in the world we live in and experience, and it is our new frontier to help people articulate the
wealth of their feelings to make a world where we have a say - even before we may have words.

“Trapped by Trauma,” ©Beth Schwindt

Beth Schwindt is a researcher and strategist. As a “design mutt,” Beth found her way to
research through art and historic preservation (studying dead people), and nonprofit public
affairs (amplifying people’s amazing work). She’s researched hundreds of people so far in
her career, including significant projects with Capital One, Autodesk, University of School
and the United Way of Detroit. She studied at the Institute of Design, the School of the Art
Institute of Chicago and Lawrence University. beth@bethschwindt.com
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Session: Designing for Agency / PechaKucha

Remembering the Blister
How What Didn’t Kill Me Made Me Stronger

MARISE PHILLIPS, Wells Fargo

D' an ethnographer at a major financial institution. My work became a lot more meaningful after my family
and 1 lost onr home in a devastating arson attack. In this Pecha Kucha, I tell the story of how this
catastrophic fire loss forced me to reclaim my agency. Today, 1 channel memories of bereavement and recovery
into my quest to improve experiences for customers and in my community. “Knowledge is awareness that fire
can burn; wisdom is remembering the blister.” —Leo Tolstoy

profile: the

survivor

“Sutvivor,” © Matise Phillips

Marise Phillips has lent insights and ideation to projects at all stages of the software
development lifecycle in her 25 year career. Her specialties are design research, service
design, content strategy, and facilitation of participatory design decision-making. In 2011,
Marise managed a partnership with Forrester Research to bring service design practitioner
training to Wells Fargo—an opportunity which has resulted in hundreds of team

members across the enterprise practicing human-centered, collaborative approaches to
improving customer experience. Marise holds a bachelors degree in dramatic art with an
emphasis on comparative literature from UC Santa Barbara. A standout accomplishment was
launching the Oakland Sustainability Jam in 2013, as part of the Global Service

Jam series. Since then, she’s continued to facilitate co-creation among family, friends,

colleagues, and the communities to which she belongs. marise.phillips@swellsfargo.com
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Session: Designing for Agency / Paper

From ‘Cool Science’ to Changing the World
The Opportunity to Support Pre-startup Science
Commercialization through Ethnography and
Human-Centered Design

SIMON PULMAN-JONES, Emergence Now
AMY WEATHERUP, AJM Enterprises

Introducing an emerging context for human-centered design work, this paper extends previous EPIC
literature on startup innovation upstreanm into university science commercialization. It provides new
perspectives on how the human-centered design community can engage with scientific models of agency to inform
broader engagement with the innovation and design challenges inberent in ‘intelligent’ technologies, and offers
the challenge of engaging with and developing empathy for the dispositions of scientist innovators as a new
vantage point from which to reflect on our core strength as facilitators of cross-disciplinary collaboration for
innovation and design.

INTRODUCTION

The project to engage with and humanize the culture, practices and outputs of technical
disciplines (particularly computer science and software engineering) has been at the heart of
the work of practitioners in the human-centered innovation and design community from the
beginning. (Cefkin 2009) This paper addresses itself to a relatively new chapter in this
project, as human-centered design practitioners are drawn more into engagement with
science and scientists because of the increasingly significant role of science-driven emerging
technologies in mainstream product and service experiences (Al, genetics, etc.), and the
increasing centrality of university-based science to the industrial base of Industry 4.0
(Pollitzer 2019)

The successful propagation of human-centered innovation and design further upstream
in Industry 4.0 innovation processes faces both structural and cultural challenges. Recent
EPIC conferences have heard about opportunities for ethnography and human-centered
design to bring more ‘meaningful innovation’ to the startup sector, but also that the metrics-
centric cultures of Lean Startup and Silicon Valley venture capital constitute barriers to such
a change (Haines 2014; 2016; Ries 2011). This paper’s focus goes one step further upstream
than Haines, to look at how science innovation happens pre-startup.

In science innovation, moving from pre-startup to startup innovation usually means
moving across the boundary between the university and the world beyond. This boundary is
both a profound conceptual one, rooted in several centuries of scientific discipline formation
(Schaffer 2010), and frequently also a physical one, with commercial startup activity taking
place in science parks located around the periphery of university campuses.

We argue that whilst the contribution that the human-centered design community can
make to providing and building innovation and design skills and capability within the startup
and pre-startup science community is crucial, a more important opportunity lies in the
human-centered design challenge of engaging with and understanding scientists and science
culture - the motivations, dispositions and skills they bring to their innovation and
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commercialization efforts — to define how best to support them in contributing more
effectively to the wider innovation processes in which their work plays an increasingly
important part. (Stuart & Ding 2006)

This paper’s co-authors have engaged in this challenge from opposite and
complementary directions: one as a serial technology entrepreneur who now runs a
technology commercialization program for students and scientist ‘inventors’ at Cambridge
University in the UK the other as a business anthropologist and human-centered design
practitioner who has worked with major global product companies to optimize their
innovation processes, from science-based R&D through to product strategy and design, and
who has introduced human-centered design approaches to the curriculum of the same
university technology commercialization program.

Drawing on over 12 years experience of working in university pre-startup science
commercialization, we present a detailed ethnographic analysis of a program designed to
facilitate culture translation between the worlds of academic science and commercial
application. This program brings together scientist ‘inventors’ with teams of student and
early career scientists on projects to identify potential paths to application and
commercialization. Projects aim to provide a microcosm of the startup experience, and can
be seen as a form of participant ethnography, engaging with a wide range of participants in
the university startup ecosystem, and with potential users and stakeholders in the world
beyond.

We describe the journey that project team-members make in terms of shifting notions of
scientific agency, from enchantment with the ‘cool science’ they are keen to get the
opportunity to work on at the beginning of a project (Gell 1998), to gradually embracing
broader socio-technical systems and cultural contexts (Latour 2005) as they formulate plans
to bring positive impact into the world.

We consider the balance between enabling rapid adoption of templated research and
design tools, and nurturing and developing the creativity, problem solving skills and
dispositions that team members bring from their scientific education and experience.

We conclude by presenting a model of the motivations, skills and dispositions that
scientists bring to innovation and commercialization, as an invitation for further engagement
by the ethnographic research and human-centered design community.

BACKGROUND: SCIENCE AS INNOVATION

This paper is written from the perspective of practitioners, with the objective of
promoting collaboration between the two communities of practitioners to which the authors
respectively belong — science commercialization and human-centered design. In this context,
our exploration of how scientific research leads to innovation has primarily a practical
objective — that of enabling human-centered design practitioners to collaborate more
effectively with scientist-innovators by comparing how innovation happens within the
context of pre-startup science commercialization with the best-practice expectations of
commercial innovation. We thus take our definition of ‘innovation’ from the context of
human-centered design, as a practice which addresses relevant and meaningful problems in
people’s lives by designing solutions delivered through products or services. We frame our
investigation in this way to allow us to explore the affinities between scientist-innovators and
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human-centered design practitioners in their projects to both understand and change the
world.

From our practitioner perspective we do not aim to engage directly with debates about
the nature of scientific knowledge production that have been developed within the fields of
the philosophy of science and STS (science and technology studies, or science, technology
and society) — but those debates provide important context for our discussion. Kuhn noted
the processes whereby scientists’ worldviews are shaped by rigorous training via ‘exemplars’
to the currently dominant scientific paradigm (Kuhn 1962). Our scope goes beyond the
processes which recruit scientists into the disciplines in which they work, to look at how they
negotiate their own balance of career success and impact within science with other
possibilities for impact outside it resulting from the application and commercialization of
their work. A similar difference of scope is evident if we consider how Héléne Mialet, talking
about Popper, draws a distinction between, “the context of discovery (the realm of
imagination) and the context of justification (the realm of logic and method)” (Mialet 2012:
457). The journey that we describe in this paper starts with the context of discovery and
imagination, but moves beyond the legitimization of scientific discovery within academic
science in the realm of logic and method, to look at the thread which links the initial
discovery to its potential for application and commercialization.

The ethnographic data that this paper is based on is structured around the journeys of
individual scientists, in their science careers, and in their experiences of the
commercialization of science. This may appear at odds with the shift in STS, initiated by
Bruno Latour’s Science in Action, from a focus on scientists and science culture towards
ethnographic investigation of how science works in practice through the operation of
networks not only of people but of the objects and technologies with and through which
they work (Latour 1987; Martin 1998). But, whilst our focus on individual scientists’ journeys
is primarily a methodological device to draw out comparisons between innovation processes
in scientific and commercial contexts, we do also see it as being in line with the position
taken by Héléne Mialet’s reframing of Actor Network Theory in her investigation of
innovation careers in an international energy company (Mialet 2009):

...if we pay careful attention to science in action, we can see at the centre of a web
of practices, collectivities and technologies, an individual who acts, that is, who
‘creates’. I call this actor the distributed-centred subject. I argue that the more this
actor is linked up with his institution, his objects of research, his co-workers, etc.
the more potential he has to become inventive: and the more inventive he
becomes, the more he seemingly distinguishes himself by his singularity as an
inventor. (Mialet 2009: 257)

The scientists whose innovation journeys we explore in this paper take on the challenge of
being inventive in the sense defined by Mialet — but in multiple contexts: basic science
research; application of science; and commercialization. Fach of these contexts involves
different constellations of disciplines and practices, of organizations and institutions, and of
instrumental and mediating technologies. The challenge for human-centered design
practitioners is to map out what is required for scientists to successfully navigate these
contexts whilst bringing a human-centered focus to their innovation efforts.
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Changing relationship between academic science and commerce

The occasion for this paper, as for EPIC’s 2019 theme of Agency, is our contemporary
sense of living in a historical moment in which science-driven technology innovation -
through a confluence of computer science, genetics, and materials science - plays a uniquely
critical role in the fate and future of humanity. For our purposes of understanding the
culture and institutional forms of science as innovation, it is interesting to look back to the
period during the twentieth century when the structural relationships which still underpin the
relationship between science and commerce became entrenched. The British novelist and
physical chemist C P Snow, writing in the late 1950’s, characterized it thus:

I believe the industrial society of electronics, atomic energy, automation, is in
cardinal respects different in kind from any that has gone before, and will change
the wotld much more. It is this transformation that, in my view, is entitled to the
name of ‘scientific revolution’. (Snow 1959: 31)

The period that Snow was describing, in the aftermath of the intense science-driven military-
industrial competition of the Second World War, was one which saw a major shift towards
governments attempting to shape the basic scientific research agenda to the needs of
national military and industrial strategy. Close relationships were established between science
departments at research universities and military and industrial R&D labs — relationships in
which science labs delivered basic science discovery and R&D labs delivered innovation
(Powell & Sandholtz 2012: 385).

The emergence of the first genetics-driven biotech university spin-outs in the US during
the late 1970’s and early 1980’s initiated a process of transformation in this relationship. The
traditional divide between university science and commercial innovation has been
increasingly supplanted by what Walter W. Powell and Kurt Sandholtz describe as,
“interdependent and collaborative knowledge development spanning both public and private
organizations,” as, “biotechnology forged a recombination of scientific and commercial
cultures, which led to the creation of new organizational practices and forms of discovery.”
(Powell & Sandholtz 2012: 3806; Flink and Kaldewey 2018: 257)

Forty years on from that first biotech revolution, the hybrid of science, commerce and
finance described by Powell and Sandholtz is a vital and integral component of the science
and technology commercialization ecosystems which have formed around leading research
universities around the world. But though university science has become increasingly
integrated into commercial innovation processes and agendas, innovation within universities
remains very different to commercial innovation. The aim of this paper is to provide a guide
to those differences for human-centered design practitioners coming from the world of
commercial innovation. So in what ways might science innovation not conform to their
expectations?

The first difference that a commercial human-centered design practitioner might notice
when trying to identify how science innovation happens in the university context would be
in terms of process. The same forty years that has seen the rise of startup ecosystems around
universities has seen commercial innovation transformed around the imperative of human-
centered design, and along with this has come a convergence around a best-practice process
for innovation, the underlying principles of which are deployed within branded product and
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service companies across almost all product categories and industry sectors. Making people’s
consumption experiences in-context the organizing principle, the widespread adoption of
this best-practice process within commercial innovation practice — exemplified by the five
steps of Design Thinking: Empathize, Define, Ideate, Prototype, Test — has been driven by
intensifying market competition, shortening product and service renewal cycles, and
pervasive digitization. As a result, commercial innovation processes have become
increasingly rational, organized and integrated, aligning functions and objectives across
companies.

By contrast, science innovation is discontinuous, cultural, and fragmented. Unlike
commercial innovation, it is not organized under a single imperative or objective. Science
innovation happens through the overlapping of a set of related, but separate interests and
objectives. These are distributed across complex ecosystems, whose key elements include:
academic science departments; university technology transfer offices; business, design and
engineering departments; student societies; and university and commercial startup incubators
and accelerators. From the perspective of mainstream innovation best practice, as the ‘front
end’ of the emergent Industry 4.0 innovation process, pre-startup science innovation might
be expected to involve an open exploratory market or contextual discovery phase. This is
largely absent from the current science innovation process, whose primary focus, of course,
is on science discovery rather than problem or opportunity discovery. A key objective of this
paper is thus to explore the conditions for science innovation to include effective problem
or market discovery.

APPROACH

This paper is based on the authors’ auto-ethnographic analysis of their experience in the
science and technology commercialization ecosystem in and around Cambridge University in
the UK. Following a successful career as an entrepreneur in technology startups, in 2006
Amy Weatherup set up i-Teams, a program for pre-startup science commercialization, based
in the University’s Institute for Manufacturing, and serving the whole of the University'. The
program consists of projects which run for ten weeks over the course of an academic term,
bringing together scientists with potentially commercializable ideas with teams of post-
graduate scientists to define whether or not there is a viable commercialization path (Moktar
2018). In the period during which Amy Weatherup has run i-Teams since 2000, it has hosted
over 150 projects - in which over 1000 students have participated - and generated over 70
startup companies. Simon Pulman-Jones joined the i-Teams program in 2012 as a project
mentor, and since 2015 has run Design Thinking workshops as a component of the i-Teams
curriculum.

In addition, twenty ethnographic interviews were conducted with previous i-Teams
participants during June and July 2019, exploring their experience in science innovation from
the start of their science education, through their experience on the i-Teams program, to
their ongoing experience in science commercialization. This sample covered a range of
experience, including scientist-innovators who have generated spin-out companies but
remained in academic science careers, others who have moved out of academic science and
gone on to found and run startup companies, and post-graduate scientists from a range of
disciplines.
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COOL SCIENCE: SCIENTISTS AS INNOVATORS

In her introduction to Ethnography and the Corporate Encounter, Melissa Cekfin writes
of, “the drive anthropologically oriented researchers feel to work deep within the engines of
the business sector.” (Cefkin 2009: 2) In this section of the paper, we explore what drives
scientists to become involved in the application and commercialization of their basic
scientific research, and their experience of that journey. From the perspective of the
potential for collaboration between human-centered design professionals and scientists, it is
interesting to note the similarities between their motivations and dispositions — particularly
in relation to becoming engaged with business.

Scientists’ innovation journey

The term, ‘cool science’, is often heard in connection with i-Teams projects. In the first
instance the prospect of being able to work with ‘cool science’ motivates students to
participate in the program. And the coolness of science was also something that many of the
i-Teams participants that we spoke to talked about as what motivated their initial interest and
involvement in science. In this section we explore how scientists make the journey from
their first involvement in basic science through to becoming engaged in commercialization:
what leads them, usually in the absence of any formal objectives or process, to follow this
path.

Stage one: engagement in basic science research

The dominant theme when our i-Teams science-innovators talked about what first
motivated their involvement in basic science research was creativity and imagination —
frequently framed around a heightened visual sense of entities, structures and phenomena
unfolding in three-dimensional space.

One of our research participants, a molecular biologist, talked about why she was
attracted to the work of the lead scientist whose team she aimed, successfully, to work on
after completing her PhD: “It was novel. It was imaginative. He managed to turn the field
around a few times during his career. He will embark on risky stuff that no one else is doing.
He’s just driven by his interest and is not afraid of jumping into something that might give
fruit or might not.”” The way in which the work was imaginative became clear from her
description of one of the team’s main discoveries:

We were doing a lot of fluorescence in situ hybridization. That’s detecting genes, all
their transcripts, in fixed cells under the microscope. You can see shiny dots to
detect vatious relationships between molecules in the nucleus. And we just by
chance encountered the phenomenon that genes came together when they were
being active. They were just very close in 3D in the nucleus. If you’re detecting one
gene and another gene in two different colors, in many cases in the cell they were
on top of each other — one green, one red, making yellow. So we started looking
into this because we thought, that might be because there is a 3D architecture of
the nucleus that is important for how transcription in the nucleus functions.
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Here we see some key characteristics of science-innovators that are of interest from the
perspective of human-centered design practitioners interested in engaging with science
innovation. Firstly, we see the intensely visual nature of the scientific imagination. (Ihde
2000) In this case, a technique which caused molecules to fluoresce in different colors when
viewed under the microscope revealed an unexpected relationship between when genes
became active and their position in 3D in relation to other genes. The scientist is primed to
recognize when something ‘looks’ different to what existing knowledge and models of the
phenomena would lead one to expect. Their attention is focused, as it were, at the periphery
of known patterns — looking for anomalies which might signal a disruptive innovation in
scientific knowledge. In this case, this visual observation led to important discoveries about
how genes operate and organize themselves within the nucleus, which in turn has powerful
implications for optimizing how drugs can target diseases. Secondly, we see the extent to
which basic science is dependent upon and driven by technological innovation — in this case
the fluorescence approach which made the phenomenon of 3D gene architecture evident.
(Ihde 2009: 34-35)

The example above dramatizes the extent to which scientists are expert observers. Basic
science knowledge and hypotheses form the base context for their work, but the substance
of the daily work of experimental science is an embodied process of registering significant
patterns and anomalies (using the observer’s body as the the primary instrument), mediated
by technologies (in this case the lab, the microscope and the fluorescence technique). And
here we might start to recognize affinities between scientists as practitioners and human-
centered design practitioners. Science practitioners are on the one hand embodied
participant observers (ethnography) and on the other artisanal manipulators of technology
(design).

What makes ‘cool science’ cool is this combination of delightfully complex
configurations of phenomena in new and unexpected patterns, and the scientist’s sense of
involvement at the heart of that delight as the registering and recognizing imagination. This
constitutes stage one in the scientist’s innovation journey, anchoring her engagement in basic
science.

Stage two: from basic science to application context

Our purpose is to follow the thread of motivation and rationale that leads scientists
beyond their engagement in basic science research towards something which might in the
end have impact in the world outside of academia. This next step is a small one, but an
important one, as it is the step which involves reaching out beyond the lab. We can pick up
the 3D gene architecture example above to unfold the rationale.

The team had identified that parts of the genome came together in 3D space in the
nucleus when the genes were active and regulating gene output. They had identified a
previously undiscovered phenomenon, but that identification was of no value in itself
without an understanding of why it happens. In this case, the only way to discover what this
3D mobilization of genes was doing was to leap out of the context of the lab and make
reference to a Genome Wide Association Study. Genome Wide Association Studies link
genetic variants with large populations of individuals for the purpose of identifying
associations between genetic variants and individual traits. This would allow the team to
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identify whether the gene configurations which they had observed in the lab could be linked
to any diseases or other traits in the human population.

This is the first small step along the path from basic science to application and
commercialization. It involves identifying a context in the world where the effects of the
scientific phenomenon in question might be located or identified. As such this is very much
application with a small ‘a’ — as the primary focus is not on the application context in the
world, but rather to use that application context to validate hypotheses about scientific
phenomena observed in the lab.

But this small step is often the one at which the scientist-innovator’s imagination is
captured by the prospect that the discovery that they have made in the lab might be able to
do something out in the world. Some of our participants talked about their investment in
their ‘cool’ basic science discovery being like that of a parent’s investment in children. Up
until that point they had not expected the focus of their work to extend beyond basic
science. But now a mixture of curiosity and pride drove them on to discover what their
‘offspring’ might be able to do to make a positive contribution in the world.

Stage three: from application context to potential impact

For many scientists, in many fields of science, it may be sufficient for them to stop at
the previous stage, in which they have engaged with an application context in the world in
order to return back to their basic science context in the lab with knowledge that allows
them to progress their basic science agenda. Pressure to publish within their field may
militate in favor of this, with little incentive to explore application potential in the world
turther.

But many scientists, of course, do make the move from identifying an application
context to exploring potential for their new scientific knowledge to have impact in the
wortld. The experience of one of our i-Teams scientist-innovators provides an example. He is
a chemical engineer who runs a team of scientists at Cambridge University working on
metal-organic frameworks. The metal-organic frameworks are of scientific interest because
of their capacity to capture and absorb other molecules within their complex molecular
structure. In effect they can function like extraordinarily powerful sponges. The work of the
team is primarily focused on advancing basic scientific understanding of this phenomenon,
though the ability of new materials to absorb large volumes of other liquids or gases has
evident practical application. It was an accident which opened up the possibility of
significant impact in terms of practical application in the world.

One member of the team was conducting a series of experiments in the lab to test the
absorbency capacity of different metal-organic compounds. This involved trays of samples
of the compounds being left in ovens overnight to dry, to finish them before testing. The
scientist returned the following morning to discover that he had forgotten to put one of the
trays in the oven, meaning that it had spent the night in the open on the bench. He called in
his boss to tell him. The team leader noticed that the compound that had been left out of the
oven had dried differently, forming a smooth-surfaced pellet rather than a powder.
Intrigued, he organized tests of the absorbency of the pellets, and much to his surprise it
turned out that it was a factor of ten greater than what would be expected. In this case the
technical advantage was so great that the potential impact across a range of industry sectors
and application areas was immediately apparent, and the innovation process moved on to
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patenting, validation of potential application use cases, and eventually to formation of a spin-
out company pursuing applications ranging from bulk gas transportation to drug delivery.

In this case the path from basic science research to potential application impact was
unexpected, but relatively straightforward when it presented itself. A ten times performance
advantage is what is generally held to be required if a scientific-technical advance is to have a
chance of being viable in market once investment and time to market are taken into account.

This is the stage at which the science innovation process becomes more dependent upon
chance contingencies. At the previous stage, the scientific literature will provide the link to
application contexts in the world, with which to validate experimentally derived hypotheses.
At this stage the process is more dependent upon the scientist’s acquaintance with
performance benchmarks of scientific technologies in application in the world. Startling
leaps in technical performance, as in the above example, may be sufficient on their own to
prompt exploration of patent potential via the university technology-transfer office, but
often this will not be the case.

There are many areas in which performance advantages of new scientific technologies in
real-world applications can be hard to judge. Drug discovery is one such area, in which novel
approaches to combatting the mechanisms of diseases may offer theoretical potential which
can only be fully tested after a long process of clinical trials. In this case, what motivates
scientists and the teams who become involved in commercialization efforts is strong and
detailed understanding of the significance and potential value, in both human and market
terms, of the need which could be addressed.

Whilst medical science may involve this intrinsic element of human-centricity (Schwartz
et al 2010), there are many areas in which science innovation does not have such a direct link
to meaningful problems in the world — areas in which if a new scientific technology does not
have an immediately apparent gross performance advantage, potentially valuable
opportunities for impact in the world may go unaddressed. It is therefore at this point in the
science innovation process that there is the most striking divergence from commercial
human-centered design best-practice - which puts meaningful problems in the wotld at the
heart of the process.

This problem is recognized within the university sector, and addressed in a range of
ways, including, but not limited to: educational courses and curricula addressing areas of
application relevant to a given discipline; research funding calls by government funding
bodies focused on marshaling multi-disciplinary responses to deliver impact against specific
problem agendas (Shneiderman 2010); institutes or centers established within universities
whose aim is to raise awareness and mobilize university assets (tesearch, intellectual
propetty, etc.) around problems in specific domains or topics (Rogers et al 1999);
knowledge-transfer offices which facilitate external access to university expertise; student
clubs or societies mobilizing activity around specific areas of interest or policy agendas.

These activities constitute the rich and complex informal system through which the
university sector’s potential impact in the world beyond the academy is mediated. As a
relatively informal and unstructured system it is highly dependent upon the personal
experience and social networks of individual students and academics to make connections
between potential solutions generated within the academy and relevant problems out in the
world.

Analysis of the effectiveness of university systems in aligning university knowledge
creation with potential areas of impact in the world is beyond the scope of this paper. What
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we are able to address is the experience of scientist-innovators as they pursue their careers
within this system. Our experience through the i-Teams program, and our research on the
career experience of scientists who have participated in the program, bears out the extent to
which making links between potential solutions generated in the course of basic science
research and relevant problems in the world is highly dependent upon chance and
contingency. (Indeed i-Teams is designed as an approach to make these links in a more
systematic way.) The experience of many student participants in i-Teams is that they remain
unaware of the potential for the scientific knowledge and expertise which they are
developing during their studies to be harnessed through innovation and commercialization
approaches to solve problems in the world, until they arrive at a junction in their educational
or academic career which prompts them to investigate options for the next step in their
career.

CHANGING THE WORLD

We have traced the journey scientist-innovators make from their first enchantment by
the coolness of science through to the realization that their scientific ideas may have the
potential for impact in the world beyond academic science. So far, we have framed this
journey from the perspective of the individual scientist’s investment and involvement in
scientific exploration and discovery. The central role of the individual scientist in university-
based science innovation is one critical way that science-innovation differs from commercial
innovation, which is something that we will return to later in the paper. At this stage,
though, we want to bring a different frame to the discussion — that of agency.

Scientists who become interested in pursuing the potential impact that their ideas can
have in the world inevitably find themselves confronted by making the transition from
changing science, to changing the world. In this section of the paper we will chart this
journey in terms of different fields of agency, through the unfolding of a pre-startup science
commercialization project on the i-Teams program.

The science commercialization journey

The i-Teams program at Cambridge University was launched in 2006 to address a gap in
pre-startup science commercialization provision at the university. No provision existed at the
time for post-graduate students who did not yet have an idea for a startup company to gain
exposure to science commercialization approaches. Existing science and technology
commercialization and entrepreneurship support within the university was predominantly in
the form of business plan competitions, incubators and accelerators. These assumed that
those entering the competitions or programs already had an existing startup business
concept as their starting point, thus excluding many post-graduate students who were at an
earlier stage of exploring science commercialization. From the outset, therefore, the i-Teams
program placed itself further upstream in the innovation process. Whereas the business plan
competitions, incubators and accelerators are focused on taking a startup idea, getting it into
shape and making it work, i-Teams focuses on the key question of whether or not a viable
commercialization path exists and is worth pursuing.

i-Teams projects are rooted in a symbiotic relationship between two stakeholder groups:
post-graduate students looking to learn about science commercialization, and scientists
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(known within the program as ‘inventors’) whose new scientific technologies provide the
basis for the projects. The post-graduate student teams get the experience of working with
leading-edge scientific technologies and learning about the realities of exploring and defining
commercialization paths; whilst the inventors benefit from the focused work of a capable
and committed team of young scientists to uncover new opportunities for their technologies
to deliver impact. The inventors also have access to learning by interacting with the student
team as the project develops - some choose to benefit directly from this to increase their
own skills and knowledge (these are usually the ones thinking of making a more active
transition out of academia), while others treat it more as an external consulting project with
results delivered to them at the end (these are usually the ones dedicated to an academic
career path). Projects therefore aim to provide both a valuable learning experience for the
post-graduate students, and a successful outcome for the inventors in terms of clarification
about the commercialization potential of their ideas. The balance between these twin project
objectives is overseen by project mentors. Mentors are chosen for projects based either on
their experience of commercializing similar technologies in related industrial sectors, or on
their experience in running innovation and commercialization projects — or a combination of
both.

Projects represent a significant time commitment for the team members. Over the
course of ten weeks, the teams convene for lectures and working sessions one evening per
week with the mentor and the core i-Teams staff, and co-ordinate significant amounts of
both team and individual work ‘offline’ between those weekly meetings to conduct research,
tieldwork and analysis. Participation by the inventors varies, with some attending all the
weekly meetings with the teams, and others joining only for key milestone meetings at the
beginning, middle and end of the project. There are three different i-Teams programs which
run in parallel, each with a different focus: Innovation i-Teams, Medical i-Teams and
Development i-Teams?. Each of these programs comprises three teams of seven student
team members. Interaction and learning across the three teams, as their projects develop in
different ways, is an important component of the program.

Experiential ethos: challenging the certainties and structures of university science with the complex: realities
and uncertainties of the outside world

The ethos of the i-Teams program is determinedly open, flexible and experiential, as
opposed to didactic, instructional and templated. It seeks not to provide theoretical training
in science commercialization, but to expose both team members and inventors to its
realities. A structure of objectives and milestones is provided for the project, but teams are
largely left to discover for themselves how best to organize and manage their efforts.

Project outline:

1. Inventors introduce their technologies to their i-Team. Teams interrogate the
inventors to ensure they understand the technologies in terms of technical
characteristics and performance, unique intellectual property (IP) and benefits
insofar as the inventor currently perceives them.

2. Teams brainstorm as broad as possible a range of potential application areas for the
inventor’s technology.
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3. Teams cluster and prioritize potential application areas and assign tasks within the
team to research technical and business viability and stakeholders to approach.

4. Teams contact relevant stakeholders (academic and industry experts; B2B or
consumer end-customers, etc.) and conduct interviews and/or fieldwork.

5. Teams refine value propositions for the technology and develop commercialization
recommendations and roadmap. This may also include identifying technical
milestones that need to be addressed before commercialization efforts can proceed.

6. Final presentation of commercialization plans to members of the Cambridge
innovation and investment community.

This process unfolds over the ten week period of the project, with the team’s work
loosely guided by the mentor. Steps 3, 4 and 5 are largely iterative, as teams continually
develop and revise their hypotheses and value propositions.

The weekly evening sessions for the project consist of team working time and lectures
and workshops given by experts in technology commercialization and innovation. Though
the topics covered in the lectures and workshops are intended to be relevant and useful for
the teams in supporting their work on their projects, they are not directly instructional, and
they do not provide structured, templated processes or tools to be used by the teams. The
intention, rather, is to expose the teams to the underlying principles and realities involved in
science and technology commercialization and also to expose them to different areas of
professional expertise and experience. Rather than being trained — provided with a set of
skills and tools tailored to the task in hand — the i-Teams members are offered the
opportunity to become acquainted with the world of science and technology
commercialization and to be inspired — or not — to pursue it further in their careers.

This open-ness is at the heart of the i-Teams ethos, and an important aspect of the
program’s objective to provide a microcosm of the startup experience within the ten week
capsule of the project. In contrast with other types of pre-startup commercialization
provision, which work towards fixed deliverables such as the business model canvas or a
startup pitch, the i-Teams program is agnostic about project outcomes and deliverables.
What might seem like a negative outcome — where a team identifies that there is no viable
commercial opportunity for the inventor’s technology (because its benefits are not relevant
and compelling, or because similar or better solutions already exist) — is a very useful
outcome both for the inventor, who may be able to revise and adapt their solution, or re-
focus their efforts in other areas, and for the post-graduate student team members, who
learn the difficulty of achieving all of the criteria required for successful commercialization,
and the value of identifying weaknesses in value propositions at an eatly stage in order to re-
focus scarce resources.

The open, experiential nature of i-Teams projects can be seen as a form of participant
ethnography. Indeed, one of the core objectives in the design and running of the i-Teams
program has been to enable culture translation between the world of academic science and
the wotld of technology commercialization. i-Teams participants are exposed to new cultural
contexts — from technology commercialization professionals and their practices, to the
realities of startup team formation and collaboration, to industry experts and processes, and
to consumption contexts in which their assumptions and value propositions are tested — and
they go through the experience of making sense of those new cultural contexts in much the
same ways that an anthropologist or ethnographer does in the course of their fieldwork — by
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registering new terms, new concepts, new language, new practices in relation to their existing
cultural frames of reference and figuring out how to translate them.

Encountering new fields of agency: the i-Teams project journey

We have outlined the i-Teams project process in terms of its high-level objectives and
milestones, and now turn to examine the process from the perspective of the different fields
of agency with which the team members become acquainted as the project unfolds.

Phase One: Cool Science Enchantment

If the i-Teams project experience can be seen as an ethnographic encounter with the
realities of science and technology commercialization, with the project being a liminal space
between scientific and commercial cultures, the start of the project takes place firmly within
science-culture. The first evening session involves a presentation by the inventors to their
teams about the new science-technologies they hope to commercialize, with team members
invited to interrogate the inventors about their technologies. It is made clear to the teams
that it is crucial that they understand not just the technical, scientific details of the
technology, but also the ways in which those technical features and characteristics could
translate into benefits of relevance in potential contexts of use. Despite this injunction, there
is usually a significant pull at this stage in the project towards detailed discussion between the
team and the inventor about the technology in purely scientific, technical terms. Of course,
this is both understandable and necessary, as the teams need to be confident that they
properly understand the scientific and technical foundations of the technologies that they are
working with — and that they will need to discuss with a range of expert and non-expert
stakeholders later in the project. But the gravitational pull of purely scientific discussion at
this stage of the project can also be seen as a result of the power of the science culture to
which the inventor and the team members belong3, and to the model of scientific agency at
the heart of that culture.

To understand how this model of agency plays out within the interactions and
discussions of the team at this point in the project we can return to the earlier example of
the discovery of new ways in which parts of the genome mobilize in relation to each other in
three dimensional space as they become active. In terms of observation within the lab, and
communication of those observations first to other members of the team and subsequently
to other scientists through broader conversations and publications, the phenomena visible
through the microscope — in this case highlighted by fluorescing in different colors —
constitute a self-contained field of agency. This field of agency comprises agents — scientific
phenomena (molecules, genes, fluorescence, etc.) — whose agency is evident through their
interactions with and effects on each other.

But it would be a mistake to regard this field of scientific agency to be limited only to
the phenomena under observation in the lab. The scientists themselves also participate
within this field of agency as the register of the scientific phenomena under observation,
through their senses, and as organizers of the phenomena through their manipulation of lab
tools and technology. With this in mind it is possible to appreciate how powerful is the
impetus towards technical scientific discussions between the inventor and the team members
during the early stages of an i-Teams project. Fields of agency define the entities and the
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capacities that matter within a particular cultural context. The scientific-technical discussions
about the inventors’ technologies are a vehicle for expressing and reproducing the team’s
participation in science culture with the inventor.

We might draw a parallel with what the anthropologist Alfred Gell terms, “technologies
of enchantment,” in the context of the at once simple yet beguilingly complex decorative
prows of the canoes used by Trobriand islanders on their Kula expeditions:

I am impressed by works of art in the extent to which I have difficulty... in
mentally encompassing their coming-into-being as objects in the world accessible
to me by a technical process which, since it transcends understanding, I am forced
to construe as magical. (Gell 1992: 49)

Here the aesthetic technology of the intricate Trobriand canoe prow designs imposes its
agency on observers, subjecting them through its powers of enchantment. And just as the
technical virtuosity of the Trobriand designs transcends understanding and thus seems like
magic, to some extent the scientific technicalities being discussed between the inventor and
the i-Team, whilst they remain only partially explained and understood, can also be seen as,
“a technical process which... transcends understanding” and thus invested with a kind of
magic, which commands attention. Indeed, given the multi-disciplinary nature of the i-
Teams, with team participants drawn from a range of science disciplines both directly and
more indirectly related to the inventor’s technology, there will always be a range of levels of
technical comprehension of the technology within the team, with some team members
relying on a more approximate, gestalt understanding.

The first phase of the i-Teams project thus operates to some extent within this realm of
‘enchantment’ by the power of scientific agency. The aim of the i-Teams program is to break
out beyond the limits of scientific agency to confront the teams with additional fields of
agency with which their technology must engage in the world beyond.

Phase Two: Loosening the Bonds

In the second week of the project, having been briefed on the inventor’s technology, the
team undertakes a brainstorming exercise to generate a broad range of ideas about potential
application use cases for the technology, aiming to broaden the scope as far as possible
beyond the inventor’s in-coming assumptions, to consider different end-users, use cases,
usage contexts, product/service categoties, or industry sectors. Adopting standard
brainstorming rules and best-practices, the aim is to encourage the team’s thinking to diverge
as much as possible, and to embrace speculative leaps.

Though this form of brainstorming is common practice in many commercial work
contexts, and absolutely routine in human-centered design practice, most i-Teams team
members will not have been exposed to it during the course of their scientific education and
careers. It represents an important first, small disruption of the norms of science-culture that
the teams and inventors bring to the projects, and makes a first shift in terms of agency.

In terms of scientific agency, the propositions which inventors bring into i-Teams
projects commonly make clear links between technical performance characteristics of their
new scientific technology, often substantiated by academic publications and/or patent
applications, and the application use-cases which they believe represent a potential
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commercial opportunity. Scientific agency is central to these propositions: the science has
these technical features and capacities, therefore it is able to deliver these significant
performance improvements when applied. The speculative nature of the brainstorming
process shifts the conversation away from strong and direct links between scientific agency
and resultant product or service benefits, and makes a first step towards recognizing that
successful innovation and value proposition development will involve a dialogue between
scientific agency and other forms of agency located in potential application contexts. To say
that the technology “might” be relevant in a different application context to the one(s)
initially defined by the inventor is to begin to open the team up to the fact that meaningful
propositions are defined by more than scientific-technical specifications. There is also an
aspect of starting to realize that finding the best value propositions may not be an obvious
element that derives straightforwardly from the technical specifications, and that the process
of identifying real-world applications therefore encompasses a creativity and element of
exploration of its own.

It is important to note, also, that at this stage in the project the team is starting not only
to make the first shifts in terms of the fields of agency which they embrace as relevant to
their innovation task, but also to make shifts in terms of their experience of their own
agency as scientists. The open, collaborative, inclusive nature of the brainstorming as a mode
of team working represents a significant change for many of the post-graduate scientist team
members from their more structured experience of scientific lab team work. Indeed, many i-
Teams participants say that one of their primary motivations for wanting to join the i-Teams
program is to experience a more collaborative form of team working.

In supporting these two different types of shift in agency — in terms of scientific versus
other contextually embedded fields of agency, and in terms of the scientists’ own agency —
the i-Teams project approach works with science innovation as an embodied practice. Just as
experimental lab science is an embodied experience with the scientist at the heart as
register/observer, the process of translating between science culture and commercialization
during an i-Teams project is an embodied, experiential process.

Phase Three: Crossing the Threshold

The third phase of an i-Teams project might on the surface seem the most
straightforward and mundane, but in many ways it is the most critical. Having defined and
prioritized a set of potential application areas to investigate, the next step for each team is to
engage with potential stakeholders to explore the contextual factors in each application area
which will determine the potential to deliver a successful value proposition based on the
inventor’s technology. The first step in this process is to set up conversations — with experts
in relevant industry sectors, or with potential business or consumer customers.

Just as the brainstorming process is a new and unfamiliar experience for many i-Teams
participants, the prospect of conducting conversations with unfamiliar people outside the
university also presents itself as a new challenge. Recognizing this challenge, the i-Teams
program includes a workshop session on conducting successful conversations, which
introduces the team members to effective questioning and listening approaches and allows
them to explore and manage their own conversational habits via role-play exercises. The
workshop frames the conversation challenge as both a theoretical and technical one — in
terms of effective question types and investigative approaches, and also as an emotional and
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psychological one — in terms of putting oneself in a position to conduct the interview in a
relaxed, open and confident manner.

This stage in an i-Teams project is commonly the most difficult one. Teams contact
large numbers of potential contacts via email and social media. There is an anxious period of
waiting for responses, which frequently come more slowly and in lower numbers than the
teams hope. After the more straightforward activities of the early stages of the project, this
first attempted encounter with the outside world introduces a sense of jeopardy into the
projects. Will sufficient people respond? Will team members be able to execute the
conversations effectively? Will the right kind of people respond, and will the conversations
with them provide insights that help the project progress positively?

During this part of the project it is natural for some of the teams to become discouraged
if things do not go quite to plan. The team mentors and the i-Teams staff are required to
provide encouragement and coaching about additional strategies for making successful
contact with useful informants. However, what might seem at times like an Achilles heel of
the process — the unpredictable dependency on timely response from external contacts
during a time-constrained project — is actually a crucial experiential component of the
process. It is at this stage of the project that teams start to have some feeling of actually
being in a startup: through pressure of time ebbing away whilst unpredictable external
factors impede progress; through the need to challenge oneself by taking on new and
unfamiliar roles and skill-sets; and through the need to collaboratively define and assign
work roles and tasks, and depend on team mates.

This phase is a liminal one, which dramatizes the process of crossing the threshold to
take the science beyond the confines of the university — and as with the previous phase, for
the team members, it is an embodied experience which makes a further shift in their role as
researcher-creators.

Phase Four: Encountering other Actors

i-Teams projects involve a range of ways of engaging with stakeholders and potential
users or customers, from email exchanges, to phone conversations, in context interviews and
visits, and focus groups and co-creation sessions — depending on the nature of the inventor’s
technology, and the products or services envisaged. But it is the phone conversations which
are usually the team’s first experience of testing the inventot’s proposition which are most
significant in helping the team make the leap from thinking of the proposition in technical or
scientific terms, to starting to discover other fields of agency — other actors and forms of
agency. This will typically take the form of a conversation with an R&D scientist or product
manager working for a company that is a potential user of the new technology — either
within their own industrial processes, or within their products or services. The conversation
may start with a discussion about the technical features and intended benefits of the
inventor’s technology, but when the conversation goes well it will then open out into a
broader discussion in which the external expert starts to introduce a range of contextual
factors to qualify the nature of the opportunity — from requirements, dependencies and
performance and cost benchmarks within a relevant industrial process, to the competitive
landscape for comparable solutions, or the needs and constraints of end-users or consumers.
It is through these conversations that the teams first become acquainted with the additional
fields of agency — industrial processes with their interrelated technical systems and human
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actors; landscapes of competitive solutions; end-users and consumption contexts - with
which the scientific agency of their technology must engage.

These conversations unfold differently than if the i-Teams participants were experts in
human-centered design qualitative interview techniques. Rather than the interviewer guiding
the interviewee through a discussion which reveals the contextual factors, relationships,
meanings, etc. that comprise the anatomy of the product or service experience, in these
interviews the balance is more towards the interviewee volunteering details about the usage
and/or consumption context in order to offer advice about why, or why not, and how, the
technology solution that the i-Team member is introducing might work, and might be
adapted or improved. Though viewed in terms of human-centered design best practices,
these conversations may not seem ideal, in terms of the step-by-step experiential learning
process of the i-Teams project there is a valuable logic, consistent with the embodied,
experiential nature of the earlier project phases. To conduct these conversations in the style
of expert human-centered design interviews would require the scientists to bring to the
conversations a prior model of what they want to discover. Instead, what happens is that the
i-Teams participant encounters the new fields of agency as they are revealed by the
interviewee, and in most cases needs to be willing to use this information to challenge and
adapt their own assumptions and preconceptions. It is an experiential process in keeping
with the scientist’s discovery mode in the laboratory, enabling the scientists to extend the
scope of their investigation to include additional fields of agency beyond the scientific
agency which dominated it at the outset.

Phase Five: mapping felds of agency interacting over time

The final phase of the project, focused on articulating plans and recommendations for
how the inventor should proceed with commercialization of the technology, is underpinned
by the concept of mapping out dependent activities over time. This is a process which begins
as soon as the team starts reporting back at each of their regular meetings on the findings
from their interviews and fieldwork. With each member of the team investigating a different
application context for the technology — or different aspects of the favored application
context — the discussions at these meetings unfold as an implicit evaluation and prioritization
of different aspects of the commercialization opportunity. Inevitably, the conversation turns
to questions of sequencing. Which potential application area is most primed for adoption of
the value proposition? Which user or consumer group is most likely to adopt first? Which
opportunities require lengthy processes of proof of concept, technology development, or
regulatory approval? As conversations with expert stakeholders and end-users, and other
fieldwork, continues over the final weeks of the project, the team starts to form its point of
view about what its final recommendations to the inventor will be, through an iterative
process of value proposition refinement and opportunity priotitization.

The shift towards thinking in terms of roadmaps and processes unfolding over time is
reinforced at the start of the second half of the project by a Design Thinking workshop
focused on developing a journey map for one or more of each team’s potential value
propositions. The simple device of considering how a product or service expetience varies
over time in terms of its contexts, constraints, dependencies, etc. is experienced by the teams
as a powerful new way to reveal the challenges and opportunities involved in successful
delivery of the value propositions they are considering. This marks another important shift
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away from the scientific model of agency which dominates at the start of the project.
Whereas within the scientific model, processes under consideration are necessarily specific
and strictly defined and controlled in order to isolate the characteristics and effects of
scientific phenomena (a defined field of agents and agency), journey mapping introduces the
teams to a mode of working which aims to be as open as possible to discovering any and all
possible contextual factors which might influence the successful delivery of a value
proposition unfolding as a process over time. This openness embraces the discovery of new
potential agents and agency within the experience (e.g. additional user or consumer
stakeholders; other technologies, services or processes on which delivery of the value
proposition is dependent; etc.) as the route to successfully realizing the opportunity to
deliver impact through the inventor’s technology.

Projects conclude with the teams presenting commercialization plans and
recommendations for their inventor’s technologies to an audience drawn from Cambridge’s
science and technology commercialization community. These recommendations usually take
the form of prioritized application areas with revised and refined value propositions and
associated business models. It is common for more than one application area to remain in
consideration, and for the different options to be represented in the form of a roadmap
which articulates how the delivery and business models for each value proposition will
combine over time to deliver a sustainable route to realizing the full potential impact of the
technology. It is common for projects to result in ongoing conversations with potential
customers, partners or investors which will provide initial impetus for the inventors to
embark upon the roadmap identified by the team. (Not all projects are able to identify
potential commercialization roadmaps: in these cases the team may be able to specify
additional technical development and proofs of concept that are required first.)

Presentation of commercialization roadmaps is a dramatic enactment of the journey that
the teams have made from the start of the project, focused on the technical details of a new
scientific technology, to the point at which the technology has taken its place in a story
alongside many other actors and fields of agency. The commercialization roadmap, as with
the journey maps that the teams create, is a powerful tool for enabling the scientists to take
account of and navigate between the multiple contexts, and multiple fields of expertise.
Within it they represent input from diverse perspectives, which might include scientists,
technologists, industrial process engineers, users, customers, patients, marketers, intellectual
property experts and investors. The roadmap provides a vehicle for holding together what
might seem incommensurable perspectives, just as the overall process of the i-Teams project
itself provides both team members and inventors with an embodied experience of how they
might be able to inhabit not just the role of scientist, but also the other broad range of roles
required to embark upon the commercialization of science through startups.

The experiential nature of the i-Teams project process does not seck merely to bolt on
new disciplinary perspectives and skill sets to its scientist participants, overlaying them with
human-centered design, entreprencurship and business management skills. It is designed,
rather, to give them hands-on experiences and increase their skills and awareness of the
complexity of the commercialization process by doing so. It builds on their existing expertise
and creativity, making as much use as possible of the skills they already have to give them
confidence in their own ability to adapt to new contexts outside of academic research. It
aims to nurture the agency of the scientist as researcher and creator, and allows them to
expand the scope of their ambitions, and of their areas of interest. It exposes them to new
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ideas in a way that allows them to realize that commercial questions can be just as engaging
as (or even more engaging than) scientific ones.

OPPORTUNITIES TO SUPPORT PRE-STARTUP SCIENCE
COMMERCIALIZATION

Earlier in the paper we posed the following question: In what ways might science
innovation not conform to the expectations of human-centered design practitioners coming

from the world of commercial innovation? We can broadly characterize the differences thus:

Table 1. Differences Between Science Innovation and Commercial Innovation

Science Innovation Commercial Innovation
Process . . . . .
complex, obscured, accidental rationalized, iterative-phase-based
science technology IP-centered human-centered
Collaboration . o . . .
informal, opportunistic, local organized, aligned, integrated
individual-based functional team-based
Culture . oreanizational and disciplinary
value generation depends on and g . pinary
¢ . cultures recognized, but managed,
reinforces science culture : o
and subordinated to objectives
Obijective . . e
] impactful scientific knowledge brand / lifetime customer value
Primary
Dehyery scientist value proposition
Vehicle

It might be tempting to read the differences outlined above as evidence that science
innovation is at a similar stage of development along a pathway towards human-centricity as
technology product companies were thirty years ago. But this would be to mistake the fact
that science innovation is, necessarily, driven by different imperatives, towards different
ends. Whilst university science is increasingly becoming the de facto front end of emerging
Innovation 4.0 innovation processes, it cannot become fully submitted to that role.

The ‘impact’ imperative which shapes much of the scientific research agenda through
the funding process is a nuanced concept with some ambivalence at its heart. Under this
imperative scientific work must be linked to impact, but not fully committed to delivering
impact. The positive impact of scientific knowledge in the world remains a secondary effect
of delivering impactful scientific knowledge.

In the concluding sections of the paper we will reflect this dualism by considering,
tirstly, how ethnography and human-centered design can support science innovation in
becoming more human-centered and more integrated and aligned with commercial
innovation processes, and secondly, how ethnography and human-centered design can
support scientists in their own pursuit of impact.
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Supporting University Science Innovation

Table 2 maps the science innovation journey described in this paper against the main
elements of university technology commercialization ecosystems through which
ethnographers and human-centered design practitioners might be able to engage, and
indicates where human-centered design capability is currently most likely to be found.

Table 2. University Science Innovation Journey

Basic
Science
Discovery

Application
Context
Identification

Impact
Potential
Identification

Application
Validation

Value
Proposition
Development

Business
Model
Development

Science
Depts.

Innovation/
Design/
Business
Schools

Humanities
& Social
Science
Depts.

Student
Societies

Policy/Issue
Centers &
Institutes

Technology
Transfer
Office

Investors
(Angels,
VCs,
Corporates)

Incubators,
Accelerators

X

Startups

X

X = areas where (often limited) human-centered design support for the process currently exists

It can be noted from Table 2 that human-centered design support is so far present
mainly in the later stages of the science innovation process. This is where existing support
for pre-startup commercialization tends to become engaged, usually at the point at which the

concept for a potentially commercializable technology application has already been

developed, which inevitably limits ability to maximize the human-centered potential of the
original scientific idea. The opportunity remains, therefore, to engage with the eatlier stages
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of the science innovation process outlined in this paper to support a richer alignment
between emerging science-driven technologies and meaningful problems in the world.

There are two main dimensions to this challenge: the structural and cultural complexity
of university science education; and the availability of viable business models for delivering
human-centered design support at this stage of the process.

Existing vehicles for intervening within the complex ecosystem of science innovation
may provide useful models. Notable amongst these is Stanford’s D-School, which since 2005
has made human-centered design accessible as a core practice competency across the
university, and which in addition to facilitating science’s engagement with meaningful
problems, has also explored the potential of introducing Design Thinking principles to the
science discovery process itself (Yajima 2015). University initiatives advancing the agendas of
development and sustainability also provide successful models for engaging with the basic
science research agenda. Examples include the Stanford Center for Social Innovation
(www.gsb.stanford.edu/ faculty-research/centers-initiatives/ csi), and the Centre for Global
Equality's Cambridge Inclusive Innovation Hub, hosted in the University of Cambridge by
the Department of Chemical Engineering and Biotechnology
(www.centreforglobalequality.org/inclusiveinnovation/cambridgeiifhub). Initiatives such as
these have used the UN Sustainable Development Goals as a persuasive vehicle for
mobilizing academic research efforts. Ethnography and Human-centered design
practitioners might look to learn from and build on this success to promote engagement
with a broader scope of meaningful human problems beyond the development and
sustainability agendas.

Developing business models for this work is the other challenge. In her 2016 EPIC
paper, Julia Haines proposed that the role of Ethnographer in Residence might be adopted
by venture capital funds, on the model of the Entrepreneur in Residence role, to support
more meaningful and thus more commercially successful innovation. (Haines 2016: 196)
Adoption of ethnography and human-centered design in the startup sector may prove a
useful bridgehead and case study to promote adoption further upstream in the process — but
there is no doubt that this represents a significant innovation and business model design
challenge in itself.

We therefore propose the following agenda to advance the cause of ethnography and
human-centered design support for science innovation:

1. Ethnographic research to map science innovation journeys through the complex
organizational structures and cultures of this ecosystem

2. Human-centered design work to translate that understanding into journey maps as a
resource for mobilizing collaboration and designing support solutions

3. Collaboration with stakeholders in science innovation ecosystems to innovate
business models for the inclusion of human-centered design activities

Supporting Scientist Innovators
Our ethnographic vantage point for this paper has been from the perspective of a pre-
startup science commercialization program in Cambridge University, i-Teams, and the

experience of the scientists that the program supports. And so our focus has been on the
journeys that those individual scientists make from their first interest in learning about
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science, through scientific research, to discovery of potential for impact in the world, and on
to beginning the process of making that impact a reality through the i-Teams pre-startup
commercialization program. In terms of the differences between science innovation and
commercial innovation outlined in Table 1, we can see that viewing science innovation from
the perspective of the individual journeys of scientists is quite appropriate. For one of the
fundamental differences between science innovation and commercial innovation is that
whilst commercial innovation is organized so that the solutions that it creates are seen as the
product of abstract functional entities (teams, departments, divisions, brands) rather than
individuals — with market value propositions being the entity which is focused on and moved
through the process — in science innovation, the generative agency which brings forth new
ideas and solutions, and the ownership which confers responsibility to take those ideas
forward, is located in specific individual scientists — with scientists themselves being the
entity that the system focuses on and moves through the process.

In this final section of the paper we consider the potential for collaboration between
ethnographers and human-centered design practitioners, and scientist innovators. In one
fundamental respect this might be different to the collaborations forged with technical
disciplines and functions within corporations over the past thirty years or more of
commercial human-centered design. For unlike engineers, scientists are, in the first instance,
researchers seeking to understand how the world works. And in this respect they have a
fundamental affinity with social science driven human-centered design, which also seeks first
to understand, then to change.

In the course of our research with the scientists who had participated in the i-Teams
program, it was striking how many of them located the moment that their vocation in
science crystallized in an early experience of observing scientific phenomena under the
microscope in a lab. They used the image represented by this experience to articulate the
drive they feel to understand how the world works. In practice, how the world works is
usually addressed at the level of specific scientific phenomena which become observable, or
are made theoretically evident, within the lab — translating into a quest to understand how
‘things’ work. Table 3 draws on our research and the scientist innovator journey outlined in
the paper to sketch out a re-framing of the science innovation journey represented in Table 2
(which shows the process at the level of the university and its associated science
commercialization ecosystem) to show it from the perspective of what engages and
motivates the individual scientist innovator.

Table 3. Outline for Journey Map of the Scientist’s Innovation Journey

How Do What Can They | Where Can That How Can 1
Things Work? Do? Make a Make That
Difference? Happen?

‘Cool Science’
Imagination
Lab-Tech Artisanal
Skills

Embodied
Observer/Instrument
Science Knowledge
Community
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The four phase process outlined in Table 3 lays out in simple form the logic which leads
scientist innovators from fascination with how things work; to curiosity about what the
scientific entities that they have observed or discovered can do in the world; to engagement
with where and how that could have positive impact; and finally to embarking upon making
that impact a reality. We have mapped these phases against four key dimensions of scientists’
dispositions and skills to form the provisional outline of a journey map. It is the fleshing out
of this outline journey map through further ethnographic research, and the development of
solutions to support the journey of scientists, that we believe represents the most important
opportunity for ethnography and human-centered design to engage with science innovation.

Why would we believe that focusing on the scientists, as opposed to focusing on
embedding meaningful human problems in the science innovation process itself, is the more
important opportunity to support human-centricity in science innovation? This is because
we see the current science startup phenomenon as ushering in new possibilities for managing
the impact that science-driven innovation has in the world by enabling scientists to remain
directly involved in the commercial development and implementation of their solutions. The
nature of the scientific platform technologies emerging in the fields of genetics, nano-
materials, plant biology, etc. means that the relatively small, focused resources of startup
companies — as opposed to large corporations — can be sufficient to bring the technologies
to market. The startup company model pioneered by the first genetics-driven biotech
startups of the 70’s and 80’s — science and scientist-led, with strong continuing links back in
to academic science, and basing valuation on science IP creation as well as financials (Powell
and Sandholtz 2012: 401) — is increasingly viable and available to scientist innovators and
entrepreneurs across a range of science disciplines.

What this makes possible is the prospect of different conditions for managing the
impact of the agency of scientific technologies in the world. In the mid-twentieth century
science innovation model, in which new scientific technology was handed over the wall from
university science labs to industry, we might not be surprised if the internal systemic logic —
the scientific agency — which is baked into new technologies, once out of the hands of those
who created it, results in unintended consequences when deployed in contexts where
recognizing and supporting human agency is paramount. The current science-led startup
company model offers at least the prospect of a different situation, in which scientists follow
the journey of their technology — as in the example of the i-Teams project process outlined
in this paper — from its origins as a closed system of scientific agency, through encounters
and constructive engagement with other fields of agency as it moves through the
commercialization process.

The opportunity that we present in this paper is, therefore, for ethnography and human-
centered design practitioners to engage with the human-centered design challenge of
supporting the agency of scientist innovators on their journeys from cool science to
changing the world, and enhancing their ability to transform the scientific agency embedded
in their technologies into solutions which enhance human agency.

Simon Pulman-Jones, PhD, is a mentor on the Cambridge i-Teams pre-startup science
commercialization program and founder of Emergence Now.
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Amy Weatherup (formerly Mokady) founded and runs the Cambridge i-Teams pre-startup
science commercialization program (www.iteamsonline.org). She is a serial entrepreneur in
the mobile phone and embedded software market and is a Non-Executive Director of Audio
Analytic whose contextual Al empowers machines with a sense of hearing,
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1. The Cambridge i-Teams approach was detived from MIT i-Teams in 2005-6 with the support of
MIT.

2. Development i-Teams is a more condensed program, consisting of 6 sessions over 5 weeks.
Development i-Teams was developed in partnership with Dr Lara Allen of the Centre for Global
Equality in Cambridge, UK. Medical i-Teams was developed in partnership with the Cambridge
Academy of Therapeutic Sciences.

3. Whilst the majority of i-Teams participants are drawn from the science disciplines, there is some
involvement from social scientists, particularly on projects relating to health or development.

4. This also allows the participants to start the projects in a way that is strongly within their comfort
zone and the scientific culture that they know and understand, before they start to be challenged to
move outside that into the commercial world during the program. Often they are already being
challenged in this first meeting by working with scientists from very different scientific disciplines
who they would not normally have the opportunity to meet.
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(Fr)agile objects
Thinking Scrum through Post-It Notes

ISABEL LAFUENTE, Sidia
WILSON PRATA, Sidia

Agile methodologies have taken hold as a model to be followed in software industry. Among them, Scrum is
one of the most used frameworks and has a bigh level of acceptance among a large range of organizations. The
underlying premise of Scrum is that by implementing an iterative and incremental process of development, an
organization can become more efficient in coping with unpredictability, thus, increasing the chances of
delivering business value. In this paper we use the context of SIDLA, an Re&&D center based in Manaus
(Brazil), to look at how Scrum is practiced, by following Post-its notes, which are commonly used in agile
landscapes.

Following previous work on the idea of thinking through things (instead of thinking abont things) as an
analytic method to account for the ethnographic experience (Henare, 2006), the purpose here is to draw ont
the capacity of these objects to re-conceive the workplace. We argue that somebow the extensive use of post-its
in this specific context belps to reify the core values of scrum and the agile mindset, at the same time that it
shapes much of its practices and disconrses.

Although we use a specific context as a case-study to articulate the argument, we are less interested in
bringing the specifics of the case, than in throwing light on the current perception of agile methodologies as a
site of organizational promise, through an object-oriented approach.

INTRODUCTION

In the last years, agile systems development methods have been widely adopted in many
organizations. At the core of this model lays the premise that organizational agility brings
value to companies (Pham, 2012; Barton, 2009), understanding agility as a responsiveness to
change. Collaborative and incremental software development started around late 1950 but
the term Scrum was popularized after an article by Hirotaka Takeuchi and Ikujiro Nonaka
(1986) in the Harvard Business Review. Here the authors compared and demonstrated the
advantage of incremental development over sequential development, that is, between agile
and waterfall models of development. Later, in 2009, the first version of the Scrum
guidelines was published, in which the roles, ceremonies and terms of Scrum were clearly
summarized and defined (Schwaber & Sutherland, 2009).

One key notion in Scrum is agility, although -beyond this generic inclination to change
and adaptation- the notion of agility remains ambiguous to a large extent (livari, 2011). A
precise analysis of the concept is presented by Conboy (2009), who defines it as:

“The readiness of an (agile) method to rapidly or inherently create change,
proactively or reactively embrace change, and learn from change while contributing
to perceived customer value (economy, quality, and simplicity), through its
collective components and relationships with its environment”. [Conboy, 2009:
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As livari argues, it follows from this definition that agility is an emergent property of
systems in which a certain method is employed. However, it is not conclusive about the
techniques and principles through which this is done, and indeed, it leaves room for
different approaches as to how to make agility emerge at the level of the whole method
(Iivari, 2011). Another well-known source that tackles this notion is the Agile Manifesto
(http:/ /agilemanifesto.org/principles.html) which gives a list of features that an agile
method should involve, but again, these principles are still very much open to interpretation.

Also, more or less explicitly, the idea of speed lies in agile approaches. Successful agile
methods imply not only readiness to change but a rapid and promptly response. In this
regard the rhetoric of speed has been extensively appropriated by the field of organizational
management, in which time-based strategies are now emphasized as a competitive advantage,
and techniques to enhance speed are largely been employed and experimented with among
many organizations (Inman, 2010).

In this regard, speed and agility, thus, do not come uncomplicated. A question can be
raised about what it is gained and what is missed by adhering to these models. In this work,
we problematize the notion of agility, by bringing together a series of ‘vignettes’ that stem
from the implementation of Scrum in a specific context. In doing so, we seek to illustrate
how the notion of agility is materialized, specifically through the use Post-It notes and, at the
same time, how those very things flesh out the specific scope and contours of what agility
can be.

THEORETICAL APPROACH

This work draws on different contributions within anthropology which spans actor-
network theory, material cultural studies and ontological approaches. The thread opened by
Science and Technology Studies (STS), through the so-called "laboratory studies" brought
ethnography into the very settings where science is produced through direct observation of
the practices and processes along which scientific knowledge is articulated. In this same light,
we use ethnography to look at how Scrum is implemented within a particular corporate
workplace. To enter our object of study we focus on the materiality of post-it notes, as
things that are extensively mobilized throughout the practice of Scrum. By placing these
objects at the center of our analysis, we aim to read back from the objects themselves a
characterization of the workplace from which such objects emerge. In doing so, we also
want to raise a question concerning the rhetoric of speed and movement that usually
underlie agile practices.

Anthropology at Home

Since the 1970s ethnographic studies were strongly incorporated into STS, an approach
that redefined science studies around the notion of social construction (Knorr-Cetina,
1983a), as a means to open the black box of scientific practices. This approach was then
enshrined through the work of authors such as Bruno Latour, Michael Lynch or Steve
Woolgar by focusing on the social contexts in which scientific praxis happens. For
anthropologists, this involved leaving their traditional field sites and entering contexts in
which they were no more exogenous observers. A new kind of “anthropology at home”
emerged to deal with subjects whose practices were inserted in the same traditions as those
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of the researcher, thus, problematizing the very premises and practices of ethnographic
research (Holmes, D. & Marcus, G., 2008). In a similar move, more recently ethnographers
have “entered the corporation” under the idea that anthropology too can influence
organizations’ understandings, effectiveness and profits (Cefkin, 2010). Urban & Koh (2012)
present a comprehensive background of this phenomenon and contextualizes ethnographic
practice within corporations, distinguishing between "in-corporation research" -developed
by anthropologists generally based on academia but whose object of study is the
corporation- and "for-corporation research", that is, ethnography by employed
anthropologists in companies, usually aiming to produce effects or bring about an
improvement within the company.

Things as Concepts

Attempts to enter a territory by way of the objects is certainly not new in anthropology.
In the field of material cultural studies, the work of Appadurai (1986) was foundational in
exploring the multiple ways in which objects are invested with meaning, function and power.
Since then, many others have employed different theoretical strategies to argue in favor of
the mutually constitutive nature of the relationship between subjects and the objects they
create (Ingold 2000; Miller, 1998).

Taking this project a step further, some authors have begun to use the method of more
radically turning to 'things' as they present themselves in the field, in an attempt to sidestep
the very analytic distinction between concepts and things with which fieldwork is habitually
approached (Henare, 20006). According to Marilyn Strathern (1990), modern anthropology
has traditionally taken as its task to unveil the social and cultural contexts, as frameworks in
relation to which social life is elucidated. Under this approach, things, artifacts and
materiality appear as mere illustrators or reflections of meanings which can only be derived
from the framework itself. However, the more radical approach these authors employ,
questions the enduring premise that meanings and things (their material manifestations) are
fundamentally different and tests the limits of such assumption within their own
ethnographic material. As a result, by refusing the separation between things and meanings,
they turn their focus on how the material itself enunciate meanings (Henare, 2006). This
shift in perspective allows to look at the physical environment as if it were another
informant in ethnographic practice, for as the material can be now seen as a locus of inquiry
in itself (Reichenbach & Wesolkowska, 2008).

Our work sits in line with this approach by following a specific object, that is, Post-It
notes, as encountered in our fieldwork, so as to allow them to carve out the terms of their
own analysis. As Henare argues (2000) this entails a different mode of analytical disclosure
altogether: if things are concepts as much as they are 'physical’, the question we would like to
raise here is: what world -or workplace in our case- does attending to post-its allow us to
conceive? -understanding conceive here in the two-fold sense of 'engendering offspring' and
'apprehending mentally.

In this regard, we use Post-its as a thing that lies at the interface of the material and
immaterial. This means not merely that they are material instances of a practice that carry
within specific traits of a cultural or social context, as instruments that would, thus, illustrate,
cultural characteristics. What we argue is that these things have in themselves a generative
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potential, which derives not from its instrumental or cognitive value, but from their
distinctive properties as a thing in itself.

Slowness

Another point we want to raise concerns the rhetoric of speed and mobility that
narratives of agility entail. Given the extent to which calls to fast deliverings and rapid cycles
of progression lay at the center of agile frameworks, it seems relevant to ask how this
practice is informed by the very choice of a specific medium of expression, and also to raise
the question of which other possible paths are thus left behind.

Certainly, critiques to this modern inclination towards speed and movement are not new
(See, for instance, Andrews, 2008, on the Slow Food Movement; or Hartmut, 2013, a critic
of social acceleration under the logic of modernity). Lutz Koepnick (2014) brings several of
these manifestations by revisiting the work of various modern artists and intellectuals from a
perspective that does not reduce the notion of “slowness” to a mere reverse of "speed."
Instead of this, Koepnick brings new shades and layers of complexity into the work of these
authors, that serve to overcome reductionists approaches which simply split the questions
into the two poles of modernity = acceleration versus anti modernity = deceleration.
Wondering whether slowness can be seen as something else than a banner for deceleration
under a nostalgic view of a preindustrial past that does not exist anymore, he pictures it as an
opportunity to re-signify the very concept of mobility and growth. From this view , the
rhetoric of slowness would not be merely the reverse of acceleration, but this invitation to
transform dominant understandings of movement and change. The work of Amazonian
author Paes Loureiro (2015) offers an interesting counterpoint to the notions of progress
and advancement that lie at the normative center of these rhetoric. The poetic attitude,
which he defines as an essential feature of Amazonian identity, brings forth a notion of
temporality and movement that move away from the sense of direction, speed and progress
characteristic of modernity. His is a notion of time measured in intensity rather than velocity
and a notion of space that is flesh out with intermingled narratives, visions and temporalities.

Based on the argument that the material bases of any practice inform its process of
meaning-making, we suggest that the untapping of the possibilities that Post-it notes give
rise to can also reveal which other modes of thinking, knowing and doing remained untried.

The remaining of this paper gives an overview of common practices within the Scrum
framework and then offers an assemblage of images taken during fieldwork accompanied by
a short descriptive sketch, aimed to bring to the front some aspects of the sort of epistemic
culture that agile involves. Both the pictures and the vignettes are based on in-corporation
anthropological research carried out at SIDIA, a Research and Development Institute
located in Manaus, Brazil, during the first quarter of 2019.

Through this approach we aim to depict Scrum as a cluster of things, literally affecting
and being affected between them, with Post-its being at the center of it. Instead of trying to
answer the question of ‘what these things are”, we ask ‘what it is that Post-its make (us and
others) do”.
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Things in Scrum

It all starts with a text, a document that lists all the features of the software in order of
priority. This document is called the backlog. The backlog is solved in short cycles of
development called Sprints. One sprint follows another, at the end of each one there is a
deliverable, a small piece of software that correspond to some stories of the backlog. Each
story is composed by description, acceptance criteria and ratings. Description is what should
be delivered by the team, acceptance criteria is what defines that the story is done and the
rating is an abstraction of the effort it takes to achieve that story. The points are scaled in a
semi Fibonacci sequence (0, 1, 2, 3, 5, 8, 13, 20, 40, 100), the logic is that 1 or 2 represent the
story requiring less effort and the others are graduated using this as a reference (if it is two
times more demanding, it has a score of 5 and so on). There are three roles in Scrum:
product owner, scrum master and development team. Product owner writes the backlog and
evaluates if the team has delivered the stories accordingly, development team works to
implement the stories, i.e., develop the features of the software, and scrum master mediates
the relation between the product owner and the team, as well as makes sure that there are no
impediments for the team to work propetly.

Scrum is articulated around different events, which are called "ceremonies" that bring
structure to sprints, that is, to each of the incremental phases in which a specific project is
divided. As any ceremony, these events are key to understanding the culture and the values
that Scrum emphasize. These are: planning, daily, review and retrospective. Both sprints and
ceremonies are aimed at "speeding up” the development process, by setting up the goals for
success throughout the project. Thus, agile methodologies are aimed at producing scenarios
of agile development (Sabbagh, 2014).

Under this frame, the artifactual character of the process is rendered preeminent. During
ceremonies, teams come together around a number of objects, such as cards, Post-Its, slides
and white boards to share their work-in-progress and set the next steps for the project.
These objects are objects to mediate interactions: intended for transitory inscriptions,
reifying ongoing work and repositionable information. At the same time they introduce a
particular topology because they involve an opening up of a space which summons a
particular arrangement of things and people.

Among the common infrastructure and spatial lay-out of these environments, post-its,
boards and paper cards visibly stand at the center of the work space, acting as "placeholders”
around which teams gather and organize themselves. The rapid and iterative articulation of
a specific project around sprints and ceremonies, strongly fosters the making and visual
deployment of this kind of artifacts. They are oriented towards a deliberate organizational
effect, for they are indeed mobilized to speed up change and iteration. In this regard, it is no
accident that they become ubiquitous within almost any organization where agile
frameworks are in play.
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Figure 1. Photograph ©Juan Orestes, used with permission.

Here we focus on Post-it notes, which acquire a central role in these scenarios. Post-its
in Scrum are objects used to think i), to the extent that they serve to express ideas at the
same time that they shape them. By way of them tasks, doubts, activities and certainties
become registered; at the same time, those 'drops of thinking' are determined and by the
physical characteristics of Post-its. While interacting with them, it is unavoidable to fall on a
series of premises, as for instance, the need to be clear and to do one thing at a time, or the
convenience of using the verb-noun structure and technical terms, to mention some.

Also, during Scrum sessions, Posts-its are moved from one column to another, making
visible the progress that has been made. In this regard, they somehow materialize the speed
with which the project advances, in terms of which the efficiency of the team is measured.
They provide transparency to the project, by making visible on the wall what the team has
committed to delivering and what everyone is doing. All these aspects, which are directly
related to the properties of these things as things, fashion a certain kind of object and social
relations, and ultimately engender a specific culture of knowing.

In the next section, we look specifically into three aspects that were rendered visible
through our fieldwork: their transient nature, the succinctness they convey, and the mosaic
character of the output and display.

242 (Fr)agile Objects — Lafuente & Prata



VIGNETTE 1: TRANSIENT THINGS

Daily meetings are a central ceremony for team alignhment within Scrum. These are
short, 15-minute-meetings, usually done on a daily basis, aimed to prioritize and divide tasks,
determine the progress of the project and identify impediments. Usually the core of the
meetings can be summarized in two questions: what have you worked on since the last daily
meeting and what will you work on until the next one. It is also an occasion to identify and
share if there are any impediments hindering your work. Usually these meetings are held in a
predetermined place and it is common to do them standing up to keep up the 15-minute
format.

At SIDIA daily meetings are held around a wallboard that presents the different goals
that have been assigned for the scrum team at the beginning of the sprint (called ‘stories’ in
Scrum terminology) within a table that includes several fields designating the incremental
stages of completion. Within agile methodologies, the use of boards as a working tool are
quite common. In the case of Scrum, usually this board comes with four columns: stories, to
do, in progress and done. The stories contain the description of the feature that should be
implemented until the end of the sprint, a sprint runs with one or more stories; to do refers
to the tasks that need to be done so that stories can be considered completed; in progress list
the tasks that are currently under development; when they are finished they are moved to
done. At the side of the board there is the burndown chart which indicates the pace at which
the stories are being concluded. The burndown chart shows the progress of the sprintin a
two axis cartesian plan: time represented in days versus effort represented as stories' points.
It indicates if the sprint has succeeded (if in the end of that cycle all stories are completed) or
failed (if at least one of the stories can't be completed). The tasks are chosen or moved from
one column to another during the dailys, a meeting that occurs everyday around the board.
These fields work as checkboxes for each of the stories. During the daily meetings, the
checkboxes are filled with post-its notes describing shortly (maximum two or three words)
the specific tasks which are being addressed and the progress made so far.

As a whole the board serves as a visual indicator of work progress. It is implicitly
assumed that post-it should advance from the initial columns , to the final ones  as the
sprint goes on and, thus, it works as an eatly-warning mechanism that allows to rapidly
detect hindrances in the overall time framework of a sprint. During these sessions no one
actually reads the post-its -for indeed they are not really intended for that. Post-its are not
used as content markers but as progress markers; or put in different words, it is their
mobility through the board -and not what they ‘say’- what matters most.
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Figutre 2. Photograph ©Juan Orestes, used with permission.

Figure 3. Photograph ©Juan Orestes, used with permission.
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VIGNETTE 2: SUCCINCTNESS

The practice of using post-it notes and sticking them on the walls of the workplace
during Scrum ceremonies is very common within SIDIA and it is strongly related to
principles of agility.

However, the requirement of fitting every task into the size of a Post-it note is not
trivial, especially for beginners and people who do not have a background in design cultures,
where the use of this type of elements is much more frequent. Shortening a text to the point
of making it fit into the Post-it involves an exercise of succinctness that requires certain
practice. At the same time, such succinctness of content directly influences the sort of
effects they summon. Just as words within the paper have to be drawn up tightly -and there
is no room for long-winded sentences, syntactic complexities or conceptual nuances- the
interactions they tend to produce are also marked by brevity and conciseness. Also as with
words, daily meetings are compressed into a small area, both in terms of duration and spatial
display.

Figure 4. Photograph ©Juan Orestes, used with permission.
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This effort of succinctness has a side effect in that it defines what sort of things are
discussed and which are left unspoken. Since Scrum framework has a strong and rigid time
pace, one sprint following other, usually there are few spots for reflection, questions and
research about "why" something needs to be done. Scrum is a framework designed to get
things done, sometimes at the expense of preventing any problematization of the project and
its vision. The "post-it length tasks" shapes the behaviour of the development team as a
challenge-oriented way of thinking since post-its are good to represent challenges that need
to be completed, usually from one day to another, which is the time frame between dailys.

Also, the Agile Manifesto and the principles behind it, emphasize collaboration as a
central element of Scrum. But the sort of collaboration that is involved in practice does not
necessarily extend beyond the particular tasks that need to be accomplished during a sprint
to the deeper layers of project value and purpose. In this regard, post-its generally afford
more of an immediate, short-term and practical type of collaboration. They operate as an
interface that mediate fast exchanges, which do not demand from team members to invest
themselves in larger questions or concerns regarding the project.

VIGNETTE 3: MOSAIC

Retrospective meetings are part of Scrum periodic ceremonies. They are held by the
team and are conceived as an opportunity to look back in order to identify strength points
and possible improvements to the work process as a whole. It is the only meeting which
does not focus on the product, but on the process itself. At SIDIA these meetings are held
after each sprint. The format they follow is rather informal aimed at creating a friendly
atmosphere where teammates can speak more openly about questions regarding work,
beyond the particular tasks they have been involved in. Also here Post-its play a significant
role. Again using a wall, each of the colleagues write down in a brief manner both positive
and negative things that they want to share with the group (one post-it per input) and stick
the note onto the wall so that it is visible for everyone. A brief explanation is given and the
next colleague does the same, until all the questions are hanging in front of us. Team
members use that opportunity to share their thoughts and difficulties. No name is linked to
the post-its, so at the end of the session the notes on the wall represent a collection of ideas,
indeed, a collective picture detached from individual authorship. What matters, indeed, is the
output as a collection and not the individual register of who-said-what.

This unfolds a particular approach to the notions of ideas and concepts. At the moment
when ideas are sketched out under a word or two within the post-it note, it makes it count as
a concept within the group, a process that happens between an interiorized thought and the
exteriorized object hanging on the wall, involving a sort of material liminality (Gunn, W.,
2013).

The sort of concepts thus created are not individual, but collective; post-its serve as
transitional objects to turn heterogeneous inputs into similar and homogeneous material that
can be physically handled. In this regard, these objects can be considered as “split entities”
(Latour and Woolgar 1986 [1979]), whose main significance is not to represent individual
input, but that constitute a material collection, with a value on their own. In fact, post-its
work here as way of depersonalizing an object from a subject, that is, an objective reification
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of a subjective perception: as soon as an individual feeling or thought is written down, it is
not a feeling or a thought anymore, but an objective information that can be shared with the
team and registered in the project history.
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Figutre 5. Photogr